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Introduction 
Regression is a very powerful tool that explains a variable us-

ing other independent variables. But in real life a certain variable 
is influenced by enumerable number of factors. Some are measur-
able and others immeasurable; for example, income, agriculture, 
the economy, student’s performance etc. Some of these factors are 
significant, while others are less significant, since it is not possi-
ble to account for all the variations in a certain factor (Independent 
variable). So, it is necessary to select variables whose influence on 
the dependent variable is relatively more significant. In a situation 
where there is a pool of candidate regressors that should include 
all the influential factors, but the actual subset of regressors that 
should be used in the model needs to be determined [1]. Finding 
an appropriate subset of regressors for the model is called variable 
selection problem and it requires the use of some variable selec-
tion techniques, techniques such as; Direct Search on t Statist ics, 
the Backward Elimination method, the Forward selection method,  
Stepwise Regression method, and the All Possible Combination 
method. 

 
Building a regression model that includes only a subset of the avail-
able regressors involves two conflicting objectives; To build a mod-
el that would include as many regressors as possible so that the in-
formation content in these factors can influence the predicted value 
of the dependent variable, and to build a model that would include 
as few regressors as possible because the variance of prediction 
increases with variance in the number of regressors. Though the 
building of the model having too many regressors may not be pre-
ferred because of it entails greater cost of data collection and model 
maintenance. The process of finding a model that is a compromise 
between these two objectives is called selecting the “Best” regres-
sion equation. In a situation where all method gives different equa-
tion as the appropriate subset model for estimation, then the mean 
rank method of choosing the best will be applied; that is, the meth-
od will be ranked based on the criteria used. This will be applied to 
choose the best model for All-possible regression method. Here, an 
estimation of the Nigeria economic growth is to be obtained using 
the Nigerian Gross Domestic Product as a measure for growth and 
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development, and seven (7) factors that influences its growth will 
be considered here; factors like the Nigerian growth market capital-
ization, the Nigerian All-Share Index, Total Listing on the Nigerian 
Stock Exchange, Total New Issues, Openness of Nigeria Trade Econ-
omy, Value of Transactions, Total Market Turnover. 

One of the major problems in the use of the various variable se-
lection techniques is that sometimes the techniques do not give the 
same subset models as the appropriate model. In such cases, where 
different methods have different subset regressors and each of the 
regressors in these models have their various contributions to the 
estimation of the dependent variable. Therefore, there is need to 
know which of this model obtained from the various variable se-
lection technique is best for estimation. The objectives of the study 
includes; To obtain the best equation for the estimation of the Nige-
rian Gross Domestic Product using all variable selection technique, 
to find out if all the variable selection techniques used, would give 
the same subset regressor model as the best model, to compare 
the best equation given by these techniques, using their residual 
mean square and adjusted  as a criteria, and to use the analysis ob-
tained in this research to make recommendations on the various 
variable selection techniques. The use of All-possible method is 
not cost effective and it takes time to conduct. It is impractical for 
problems involving more than a few regressors and it also require 
the availability of high-speed computers that can develop efficient 
algorithm for it. This analysis is conducted in order to enlighten 
researchers and students who conduct regression analysis, where 
they have to obtain the best subset regressor for estimating a given 
dependent variable, of the use of other variable selection methods, 
and probably at the end of this work would be able to show them 
which of these techniques is better and more reliable. This analysis 
is also aimed at enlightening students or young researchers of the 
use of mean ranks, where the need for comparison of best perform-
ing method is required.

Literature Review
There have been a growing concerns and controversies on the 

best variable selection techniques in regression analysis [2-8]. 
There existed mixed results among them. Some were of the view 
that the use of forward selection method is better than the use of 
backward elimination method based of their findings, some were of 
the view that the method is outdated thereby bringing about better 
method of model building and variable selection. While some were 
of the view that their performance is the same. Fan and Li [4] In a 
study stated that a good understanding of stepwise method require 
an analysis of the stochastic errors in the various stages of the se-
lection problem, which is not a trivial task. Richard [3] In a  study to 
investigate four medical variable selection techniques: forward se-
lection method, backward elimination method, stepwise regression 
method and the All subset combination method. He conducted an 
analysis on obtaining the best subset model among eight indepen-
dent variables; chest, stay, Nratio, Culture, Facil, Nurse, Beds, and 

Census and his findings was that all the techniques gave the same 
subset models as best model except forward selection.

Guyon and Elisseff (2003) Argued that forward selection is 
computationally more efficient than backward elimination to gen-
erate nested subset of variables and cases when we need to get 
down to a single variable that work best on its own backward elimi-
nation would gotten rid of. Kira and Rendell [8] Argued that weaker 
subset are found by forward selection, because the importanct of 
variable is not assessed. This was illustrated with the use of an ex-
ample where one variable separates the two classes better by itself 
than either of the two other ones taken alone and will therefore 
be selected first by forward selection. At the next step, when it is 
complemented by either of the two other variables the resulting 
class separation in two dimensions will not be as good as the one 
obtained jointly by the two variables that were discarded at the first 
step. And concluded that backward elimination method may out-
smart forward selection by eliminating at first stage, the variable 
that by itself provides the best separation to retain the two vari-
ables that together perform best [9-11]. Bruce (2009) In a study to 
re-examine the scope of the literature addressing the weakness of 
variable selection methods and to re-enliven a possible solution of 
defining a better performing regresson model. And after his study 
concluded that, finding the best possible subset of variables to put 
in a model has been a frustrating exercise. 

He said many variable selection methods exist and many stat-
isticians know them, but few know they produce poorly perform-
ing models. He also said that resulting variable selection methods 
are a miscarriage of statistics because they are developed by de-
basing sound statistical theory to a misguided pseudo-theoretical 
foundation. And he quoted “I have reviewed the five widely used 
variable selection methods, itemized some of their weaknesses, and 
described why they are used. I have then sought to present a better 
solution to variable selection in regression: The Natural Seven-step 
Cycle of Statistical Modelling and Analysis. I feel that newcomers to 
Tukey’s EDA need the seven-step Cycle introduced within the nar-
rative of Tukey’s analytic philosophy. Accordingly, I have embedded 
the solution within the context of EDA philosophy”. Selena [5] In a 
study of reviewing methods for selecting empirically relevant pre-
dictors from a set of N potentially relevant ones for the purpose of 
forecasting a scalar time series, using simulations to compare se-
lected methods from the perspective of relative risk in one period 
ahead forecasts[12-14]. 

Research Methodology
Sources of data

Secondary sources of data were employed for this study. These 
include Nigerian Stock Exchange Fact Books, the Nigerian Stock Ex-
change Annual Reports and accounts (for various years), Central 
Bank of Nigeria Statistical Bulletins, Federal Office of Statistics Sta-
tistical Bulletin. The variables used covers 1981 to 2013 annually 
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on Nigerian Stock Market, which was based on their authenticity 
and reliability. Using the gross domestic product as the dependent 
variable and the independent variable are; Growth of Market Capi-
talization, Total new issues, Total Value of Transactions, Total Listed 
Equities and Government Stock, Total Market Turnover, All-share 
index and openness of the Nigerian Economy. Available economic 
theories were also examined for theoretical support.

Limitations of the data

When talking of the impact of the Nigerian stock market on her 
economic development, there are many factors and determinants 
to consider. As such the study was limited and data was collected 
on only seven of the factors due to consistency and availability of 
data on yearly basis.

Data presentation: Table 1

Table 1: Annual Report of the Nigerian Stock Exchange.

YEAR GDP GMC ASI TLNSE TNI OOTE VAL OF TRANS TNOV

1982 315458.1 4464.2 88 157 423.5 0.047 388.7 0.23

1983 205222.1 4979.8 87 194 455.2 0.062 304.8 0.19

1984 199688.2 4025.7 94 205 533.4 0.077 214.8 0.21

1985 185598.1 5768 111 212 448.5 0.057 397.9 0.26

1986 183563 5514.9 100 213 159.8 0.099 418.2 0.25

1987 201036.3 6670.7 127.3 220 817.2 0.093 319.6 0.31

1988 205971.4 6794.8 163.8 240 833 0.072 494.4 0.49

1989 204806.5 8297.6 190.9 244 450.7 0.235 348 0.29

1990 219876.8 10020.8 233.6 253 400 0.239 137.6 0.25

1991 263729.6 12848.6 325.3 267 1629.9 0.375 521.6 0.65

1992 267660 16358.4 513.8 295 9964.5 0.582 265.5 0.31

1993 265379.1 23125 783 239 1870 0.795 136 0.23

1994 274833.3 31272.6 1107.6 251 3306.3 1.285 313.5 0.49

1995 275450.6 47436.1 1548.8 272 2636.9 1.399 402.3 0.66

1996 281407.4 663680 2205 276 2161.7 1.339 569.7 0.99

1997 293745.4 180305.1 5092.2 276.004 4425.6 6.373 1838.8 1.84

1998 302022.5 281815.8 6992.1 276 5858.2 6.373 7062.7 7.06

1999 310890.1 281887.2 6440.5 264 10875.7 6.911 11072.7 11.07

2000 312183.5 262517.3 5716 264 15018.1 5.112 13572.3 13.5

2001 329978.7 300041.1 5266.4 268 12038.5 6.571 14027.4 14.1

2002 356994.3 427290 8111 260 17207.8 8.903 28154.6 28.15

2003 433203.5 662561.3 10965 261 37198.8 9.037 57637.2 57.68

2004 477833 764975.8 12137.7 258 61284 7.518 60088.6 59.41

2005 527576 1359274 21222.6 277 180079.9 10.823 120703 120.4

2006 561931.4 2112550 23844.5 288 195418.4 12.491 225820.6 225.8

2007 595821.6 2900062 24085.8 294 552782 17.88 470257 262.94

2008 634251 5120000 33189.3 310 707400 18.02 1076020 470.25

2009 674889 13294059 57990.2 301 1935080 19.721 1679144 2086.29

2010 716949.7 9562970 31450.8 266 1509230 23.257 68572000 2379.14

2011 801700 9920000 46437.64 264 1894374.5 23.734 79755000 2388.34

2012 901300 10280000 59365.75 250 1735623.3 25.224 63492000 2511.67

2013 1067650 89000000 64768.55 198 1843274.9 27.555 62758000 2676.24

Source: Nigerian Stock Exchange Annual Reports and Accounts, various years; SEC Annual Reports and accounts; CBN Statistical Bulletin, Golden 
Jubilee Edition.
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Model specification

In line with the above specification, the research model is spec-
ified thus:

a

GDP=f (GMC, ASI, TLNSE, TNI, OOTE, VALTRANS, TNOV)

Where		

GDP= Gross Domestic Product

GMC=Growth of Market Capitalization

ASI=All-Share Index

TLNSE= Total Listing on the Nigerian stock Exchange

TNI= Total New Issues

OOTE=Openness of Nigerian Trade Economy

VALTRANS= Value of Transactions

TMT=Total Market Turnover

Methodology

In this analysis, there are more than one independent variable 
and one dependent variable, and the interest is to determine the 
subset model that best estimates the dependent variable, Real GDP; 
such analysis is called the variable selection technique in Regres-
sion analysis. Under this analysis, we have various subtopics which 
we will be exploiting given to the fact that they are required in this 
analysis.

Correlation Theory: Correlation is an indication of the 
strength of linear relationship between 

two random variables. The degree of relationship connecting 
more than one variable is referred to as multiple correlations. Cor-
relation may be linear when all points (X, Y) on the scatter diagram 
seem to cluster near a straight line. If all points in the scattered dia-
gram seem to lie near a line, the relationship is linear. Two variables 
may have a positive correlation, negative correlation or maybe un-
correlated. Two variables are said to be positively correlated if they 
tend to change together in the same direction, that is, if they de-
crease or increase together. Two variables are said to be negatively 
correlated if they tend to change in opposite direction, that is, when 
one increases, the other decreases and vice versa. Two variables 
are said to be uncorrelated or to have no correlation if they are not 
necessarily independent on each other.

The Pearson Product Moment Correlation Coefficient between 
X and Y can be expressed as;

( )( )
( ) ( )22

i i

x x y yi i

x x y y
ρ

− −∑
=

− −∑ ∑



Where ρ  is the popul ation correlation, xi and yi are the ith 

observation of the two variables of interest. While x and y are the 
mean of the ith observation of the two variables of interest.

Regression Theory: Regression is a statistical tool for evaluat-
ing the relationship between one or 

more dependent variables x1,x2,x3,…xn and a single continuous 
dependent variable Y. it is most often used when the independent 
variables are not controllable, that is, when collected in a sample 
survey or other observational studies. There are so many types of 
regression model, but just one of the regression models will be used 
for this study and that is the linear regression model.

 Linear Regression Model: A regression model is linear if and 
only if a variable is a function of 

another variable whose power equals ones. There are two types 
of linear regression, and they are; the simple linear regression and 
the multiple linear regression. For the purpose of the analysis, just 
the multiple regression will be considered.

Multiple Linear Regressions: Multiple linear regression is a 
statistical analysis that fits a 

model to predict a dependent variable from some independent 
variables. Multiple regressions involve more than one independent 
variable. The relationship between the dependent and independent 
variable is expressed as follows:

0 1 1 2 2 3 3
....

i k k i
Y x x x xβ β β β β ε= + + + + + +

Where 

iy is the ith response or dependent variable

ix is the ith independent variable

i
ε is the error term of the ith observation, which is normally, 

independently distributed with mean zero and variance 2
εσ   .

0 1 2 3, , , , .. kβ β β β β are the observation parameter.

Estimation of Parameters of the Model: Unbiased estimates 
of the parameters 

0 1 2 3, , , , .. kβ β β β β can be obtained by several methods. 
The most widely used is the method of least squares. This 
means that the sum of the square’s deviation of the observed 
values of Y from their expected value is minimized. In oth-
er words, by the method of least squares, sample estimates of  

0 1 0 1
, , ... , , ...,

k k
b b b of β β β respectively are selected in such a way 
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that ( )22
0 1 1 2 2 ...i i i i k ikQ Y x x xε β β β β= = − − − − −∑ ∑ is minimized. As 

in simple regression, we obtain estimates, b0, b1….bk of the regres-
sion coefficients by solving the following set of normal equations

1 20 1 2 ...i i i k ikY nb b x b x b x= + + + +∑ ∑ ∑ ∑

2
1 1 1 1 2 10 2

...X Y X X X X X Xi i i i i iii ikkb b bb= + + +∑ ∑ ∑ ∑ ∑+

2
22 2 1 10 2 2

...X Y X X X b X X Xii i b i iii i k ik
b b++= + +∑ ∑ ∑ ∑ ∑

2
1 10 2 2 ...X Y X X X X X Xi iik ik iki i ik i kb b b b= + + + +∑ ∑ ∑ ∑ ∑

Although these normal equations are obtained mathematically 
by finding estimates b0, b1, b2, …bk that would minimize equation Q, 
a simple procedure to remember in obtaining them is as follows: 
The usual regression equation is written down with b0,b1,…bk  as 
coefficients. The first normal equation is then obtained by summing 
each term of this regression equation. The second normal equation 
is obtained by multiplying every term in the regression equation 

by 1X i  and summing the result. The third normal equation is ob-

tained by multiplying every term in the regression equation by 2X i  
and summing the result; and so on. It will be too cumbersome to 
obtain separate expressions for the estimates b0, b1, …bk. Instead 
these coefficients are obtained by calculating the required sums 
from the data for the various combinations of X1, X2, …and X k and 
substituting this sum into the normal equations, which are solved 
simultaneously.

Assumptions of The Regression Analysis: The following are 
the assumptions of the regression 

analysis above:

a)	 X values are fixed in repeated sampling.

b)	 Zero mean value of disturbance 
i

µ . Given the value of X, 
the mean, or expected value of the random disturbance 

term 
i

µ  is zero. Symbolically, we have ( )/ 0i iE Xµ = .

c)	 Homoscedasticity or equal variance of . Given the value of 
X, the variance of  is the same for all observations. That is, 
the conditional variances of  are identical.

d)	 No autocorrelation between the disturbances. Given any 
two X values,  and (i≠j) is zero.

e)	 Zero covariance between iµ  and iX , or ( ) 0i iE Xµ =  

f)	 The number of observations n must be greater than the 
number of parameters to be estimated.

g)	 Variability in X values. The X values in each sample must 
not all be the same.

h)	 There is no perfect multicollinearity. That is, there are no 
perfect linear relationships among the explanatory vari-
able.

i)	 The error term is normally distributed, that is,

( )20, ui
Nµ δ

.

Hypothesis testing: In hypothesis testing there are two types: 
Null hypothesis and Alternative 

hypothesis. Null hypothesis is the hypothesis being tested. It 
is often formulated with the purpose of being rejected. It is stated 

as: 
0

: 0H β =  which shows that the coefficients are the same. Al-
ternative hypothesis is the hypothesis that contradict the null hy-

pothesis. It is stated as 
1

: 0H β >  or  
1

: 0H β <  or 
1

: 0H β ≠  
Shows that the coefficients are not the same.

Homoscedasticity: Observations are said to be homoscedastic 
if they have equal or constant 

variance. Since one of the assumptions of regression is that the 
residuals have constant variance, we would be using a scatter plot 
of the standardized predictors to reach a conclusion on homosce-
dasticity.

Autocorrelation: The term autocorrelation may be defined as 
correlation between members of 

series of observations ordered in time, that is, time series data 
or space/ cross sectional data. The most celebrated test for detect-
ing serial correlation is that developed by statisticians Durbin and 
Watson d statistic. A great advantage of the d statistic is that it is 
based on the estimated residuals, which are routinely computed 
in regression analysis. However, Durbin and Watson were success-
ful in deriving a lower bound dl and a upper bound du such that if 
the computed d lies outside these critical values, a decision can be 
made regarding the presence of positive or negative serial correla-
tion. Moreover, this limit depends only on the number of observa-
tions n and the number of explanatory variables. The limits, for n 
going from 6 to 200 and up to 20 explanatory variables have been 
tabulated by Dublin and Watson and the limits of 0 and 4.

a)	 Test of hypothesis: 0 :H   There is no autocorrelation;   

1
:H  There is autocorrelation.

b)	 Decision: Reject the null hypothesis if the Durbin- Wat-
son d statistics value falls outside the limit of d, that is, within 
the range of 0 and 4.

Level of Significance: The level of significance is the difference 
between the percentage required 
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and 100 percent. For instance, if 95% certainly is required, then 
the level of significance will be denoted as α = 0.05. This is the prob-
ability of committing a type one error, while a type one error is sim-
ply rejecting a true null hypothesis.

Test for Model Adequacy: Table 2 Test of Hypothesis: 
0 :H

The model is not adequate; 
1

:H  The model is adequate. Using a 
5% level of significance.

Table 2: Test for Model Adequacy.

SV d.f SS MS F-ratio

Regression k-1 SSR MSR  

Residual n-(k+1) SSE MSE

F= 

MSR

MSETotal n-1 SST  

a)	 Test Statistic:
 ( )

( )
, 1cal k n k

MSRF FMSE
α

− +
= 

b)	 Decision Rule: Reject 
0

:
cal tab

H ifF F> , accept if other-
wise

Test for Parameter Significance: This is simply a test of the 
significance of the individual 

parameters in the model.

a)	 Test of hypothesis: 0 : 0H β =  (The coefficient is not 

statistically significant); 
1

: 0H β ≠  (The 

coefficient is statistically significant). Using a 5% level of signif-

icance 
( )

2i
cal n k

i

t t
se

αβ

β
−
−=







b)	 Decision Rule: Reject 
0

H  if / / ,cal tabt t  accept if other-
wise.

Critical Region: Critical region indicates the value of the test 
statistic that will imply rejection of 

the null hypothesis. It is also called the rejection region. Oppo-
site of the critical region is the acceptance region, which indicates 
the value of the test statistics that will imply acceptance of the null 
hypothesis.

Multicollinearity: Multicollinearity is used to denote the pres-
ence of linear or near linear 

dependence among the explanatory variables. Multiple re-
gression model with correlated explanatory variables indicate 
how well the entire bundle of predictors predicts the outcome 
of the variable, but it may not give valid results about any in-
dividual predictor or about which predictors are redundant 
with others. We have a perfect multicollinearity if the correla-
tion between two independent variables are equal to +1 or -1, 
such that we have exact linear relationship if the following con-

dition is satisfied: 1 1 2 2 3 3 0k ka x a x a x a x+ + + + = . But if 
the X variables are intercorrelated to the Y variables, we have: 

1 1 2 2 3 3 k ika x a x a x a x υ+ + + + + . Where α is the constant, is the 
random term, and  represents the independent variables with i= 
1,2,3, …, k.

Multicollinearity Diagnostics: Several techniques have been 
proposed for detecting 

multicollinearity, but here three techniques will be considered. 
The desirable characteristics of a diagnostic measure are that it 
directly reflects the degree of the multicollinearity problem and 
provide information helpful in determining which regressors are 
involved. We have; the examination of the correlation matrix, the 
variance inflation factors, the eigensystem analysis of X’X. Here the 
variance inflation factor was used to account for the effect of multi-
collinearity on the various subset regression model.

2

1
1 ij

VIF
R

=
−

Variable Selection Techniques: It is desirable to consider re-
gression models that employ a 

subset of the candidate regressor variables. To find the subset 
of variables to use in the final equation, it is natural to consider fit-
ting models with various combinations of the candidate regressors. 
There are several computational techniques for generating subset 
regression models, but our concentration would be based on four 
of these techniques and they are; All possible Regressions, Direct 
Search on t, Forward Selection method, backward elimination 
method, and the stepwise regression.

All Possible Regressions: This procedure requires that the an-
alyst fit all regression 

equations involving one candidate regressor, two candidate 
regressors and so on. These equations are evaluated according to 
some suitable criterion and the best regression model selected. If 

we assumed that the intercept term 
0

β  is included in all equations, 
if there are k candidate regressors, there are 2k total equations to be 
estimated. For the appropriate model, we consider the adjusted R2 
which result is insensitive to the number of variables in the model 
making it appropriate for decision making in this method where we 
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have to choose the best model combination from the various model 
combinations, but also the size of the model, that is, the number 
of variables in the model should also be taken into consideration 
because the more the variables the more the information obtained 
from these factors, which actually has a strong influence on the pre-
dicted value of independent variable. Though one needs to be care-
ful as to the statement made with respect to the size, because the 
more the variable the higher the variance of the prediction.

Direct search on t: The test statistics for testing 
0

: 0
J

H B =  
for the full model with p=K+1 

regressors is: ( ),
j

k j

j

t
se

β

β
=





. Regressors that contribute signifi-

cantly to the full model will have a large / ,k jt / and will tend to be 
included in the best p-regressor subset, where best implies mini-
mum residual sum of squares or Cp. Consequently ranking the re-

gressors according to decreasing order of magnitude of the / ,k jt
/ j=1,2, …, k, and then introducing the regressors into the model 
one at a time in this order should lead to the best or one of the best 
subset models for each p [15-16].

Forward Selection Method: This technique begins with the as-
sumption that there are no  regressors in the model other than the 
intercept. An effort is made to find an optimal subset by inserting 
regressors into the model one at a time. The first regressor selected 
for entry into the equation is the one that has the largest simple 
correlation with the response variable y, it is also the regressor that 
will produce the largest F- statistic for testing significance of regres-
sion. This regressor is entered if the F-statistics exceeds a preselect-
ed F value, say FIN (or F- to- enter). The second regressor chosen for 
entry is the one that now has the largest correlation with y after ad-
justing for the effect of the first regressor entered. We refer to these 
correlations as partial correlations. They are simple correlation 

between the residuals from the equation 0 1 1y Xβ β= +
 



 and the 
residuals from the regressions of the other candidate regressors 

on 1x , say 1 1 ,oj jx xα α= +   j=2,3, …k. Here, the regressor with the 
highest partial correlation which also implies the largest F-statistic 
and if its F value exceeds FIN then the regressor enters the model. In 
general, at each step the regressor having the highest partial cor-
relation with y given the other regressor already in the model is 
added to the model if its partial F-statistic exceeds the preselected 
entry level FIN. This procedure terminates either when the partial 
F statistics at a point does not exceed  or when the last candidate 
regressor is added to the model.

Backward elimination method: Forward selection begins 
with no regressors in the model 

and attempt to insert variables until a suitable model is obtained. 

Backward eliminations attempt to find a good model by working in 
the opposite direction. That is, we begin with a model containing all 
K candidate regressors. Then the partial F- statistic  partial F-statis-

tic is compared with a preselected value, ( )
OUT

F orF to remove− −  

, for example, and if the smallest partial statistics is less than 
OUT

F , 
that regressor is removed from the model.

Stepwise regression method: This can be said to be a modifi-
cation of the forward selection 

in which at each step all regressors entered the first model pre-
viously are regressed via the partial F-statistics. A regressor added 
at an earlier step may now be redundant because of the relation-
ship between it and regressors in the equation. If the partial F-sta-

tistics for a variable is less than 
OUT

F , that variable is dropped from 

the model. This method requires two cut off values, 
IN OUT

F andF

. Some analyst prefers to choose 
IN OUT

F F= ,although this is not 

necessary. Frequently we choose 
IN OUT

F F> , making it relatively 
more difficult to add a regressor than to delete one.

Criteria for evaluating subset regression models: In the 
evaluation of subset regression 

models, in order to get the best, we make use of the following 
as a measure of adequacy. We have, the coefficient of multiple de-
terminations, adjusted coefficient of multiple determinations, the 
residual mean square.

Coefficient of multiple determinations R2: The coefficient of 
multiple determinations is the 

proportion/percentage of the total variation in the dependent 
variable observed that can be explained by the independent vari-
ables. It measures the strength of the relationship between the de-
pendent and the independent variables. It is given as:

2 1
SSE

R
SST

= −

Adjusted R2: To avoid the difficulties of interpreting 2R , the 

use of adjusted 2R  statistics is 

preferable, defined for a p-term equation as

( )2 21
1 1p p

n
R R

n p

−
= − −

−

 
 
 
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The 2
pR  – statistics does not necessarily increase as additional 

regressors are introduced into the model, except the partial F- sta-
tistic for testing the significance of the s additional regressors ex-
ceeds one. The criterion for selection of an optimum subset model 

is to choose the model that has a maximum 2
pR .

Residual mean square: The residual mean square for a subset 
residual model may be used 

as a model evaluation criterion. The MSE(P) experiences an 
initial decrease, then it stabilizes and eventually may increase as 
p increases, this is because the sum of square error, SSE(p) always 
decreases as p increases. 

( ) ( )E
E

SS p
MS p n p=

−

The criterion for selection of an optimum subset model is to 
choose the model with the following:

a)	 The minimum ( )
E

MS p ;

b)	 The value of p such that ( )
E

MS p , is approximately equal 

to 
E

MS .

Note: the subset regression model that minimizes ( )
E

MS p  

will also maximize 2

p
R .

Proof:

Where

( )2 21
1 1p p

n
R R

n p

−
= − −

−

 
 
 

( )1
1 E

yy

n SS p
Sn p

−
= −

−

 
 
 

( )1
1 E

yy

n SS p
n pS

−
= −

−

 
  
 

We recall:

( ) ( )E
E

SS p
MS p

n p
=

−

( )2 11
p Eyy

nR MS pS
−

= −

Thus, the criteria minimum residual mean square and maxi-
mum adjusted coefficient of multiple determinations are equiva-
lent.

Data Analysis and Interpretations

Multiple regression

Regression is a statistical tool for evaluation the relationship 
between one or more independent variable(s) X1,X2,… X n and a sin-
gle continuous dependent variable Y. it is most often used when the 
independent variables are not controllable, that is, when collected 
in a sample survey or other observational studies. Multiple regres-
sion involves more than one independent variables. However, in 
this work the multiple regression analysis shall consist of seven 
(7) independent variables, which include; the gross market capi-
talization, the total new issues, the value of transaction, the market 
turnover, the total listing of the Nigeria stock market exchange, the 
All-share index, and the openness of Nigerian Trade Economy. Then 
the dependent variable is the Gross Domestic Product.

Variable specification

From the data analysis, there are these following variable spec-
ifications

Yi=Gross Domestic Product (GDP)

X1=Growth of Market Capitalization

X2=All-share Index

X3=Total Listing on the Nigerian stock exchange

X4=Total New issues

X5=Openness of Nigerian trade Economy

X6=Value of Transaction

X7=Total Market Turnover

Testing for homoscedasticity

Using the scatter plot of the standardized residual against the 
standardized predictors on all the model obtained by the various 
variable selection techniques to check for constant variance, we ob-
serve that from each chart obtained that only a few points less than 
four of the residuals vary. This indicates the presence of outliers. 
But since only few points vary in the entire chart obtained, we can 
therefore conclude that the residuals have constant variance.

Testing for autocorrelation

Using Durbin Watson d Statistics, we observe that the Durbin 
Watson d statistic value for the direct search on t, forward selec-
tion method, backward elimination method, and the stepwise re-
gression method are 1.049, 0.986, 1.203, and 0.986. since all the 
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values obtained falls within the range 0 and 4, we accept the null 
hypothesis and conclude that there is no autocorrelation between 
residuals overtime given by each subset regressor model given by 
the various techniques.

Obtaining the optimal regression model for the 
estimation

Here, we have seen independent variables and an optimal re-
gression model is required.

Table 3: Summary of regression coefficients direct search on t.

Model   Unstandardized Coefficient T Sig.

    B Std. Error    

  (Constant) 232231.2 66927.63 3.47 0.002

  GMC 0.001 0.001 1.697 0.103

  ASI 9.066 2.099 4.32 0

  VAL OF TRANS 0.003 0.001 2.472 0.021

  TLNSE -42.366 282.236 -0.15 0.882

  OOTE 11237.22 3352.694 3.352 0.003

  TNOV -53.632 73.101 -0.734 0.47

1 TNI -0.1 0.086 -1.161 0.257

Using direct search on t: Table 3 From Table 3, we observe 
that the regression coefficients of the growth market capitalization, 
Total listing of the Nigerian stock exchange, Total new issues, val-
ue of transaction, and market turnover are 0.001, -42.366, -0.100, 
0.003, -53.632 and the probability associated with their t values 
are all greater than the preselected level of significance 0.05. This 
indicates that the contribution of the five independent variables to 
the model is not statistically significant. While the regression coef-
ficient of the All-shares index and the openness of Nigerian trade 
economy are 9.066 and 11237.220 and the probability associated 
with their t values are both less than the preselected level of sig-
nificance 0.05, which shows that the contribution of the All-share 
index and openness of Nigerian trade economy statistically signifi-

cant. Therefore, removing the insignificant independent variables, 
we regressed the gross domestic product on the All-share index and 
openness of Nigerian trade economy and the model obtained is;

GDP=220913.494+4.998ASI+14968.780OTE

Which have a R2 value of 0.958 which shows that 95.8% of the 
total variation in the real GDP can be explained by the independent 
variables ASI and OOTE, and an adjusted value of 0.956 and a resid-
ual mean square value of 2361918160.279.

Testing for model adequacy:

a)	 Hypothesis: 
0

H  =The model is not adequate; 1H = The 
model is adequate. Using a 5% level of  significance, Table 4.

Table 4: Output on test for model adequacy using direct search on t.

Model Sum of squares DF Mean Square F Sig.

Regression 1.58E+12 2 7.89E+11 333.902 0

Residual 6.85E+10 29 2.36E+09    

Total 1.65E+12 31      

b)	 Interpretation: From the result above with a F-ratio of 
333.902 which is significant at 0.000<0.05, we reject the null hy-
pothesis statement that the model is not adequate and conclude 
that the model is statistically adequate.

Test for parameter significance

a)	 Hypothesis: 
0

H  =The parameter is not significant; 1H = 
The parameter is not significant. Using a 5% level of significance, 
Table 5.

Table 5: Summary on the significant regression coefficient using direct search on t.

MODEL Unstandardized Coefficients T Sig. Collinearity Statistics VIF

Constant 220913.5 18.552 0  

ASI 4.998 3.513 0.001 9.985

OOTE 14968.78 4.77 0 9.985

b)	 interpretation: From the result, we observed that both 
independent variables  and  have unstandardized coefficients of 

4.998 and 14968.78 respectively with t-values of 3.513 and 4.770 
respectively and are both significant at 0.001<0.05 and 0.000<0.05 
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respectively. Therefore, we reject the null hypothesis statement 
that the parameters are not significant and conclude that the pa-
rameters are statistically significant.

Using the backward elimination method: Using backward 
elimination method, the  appropriate model for this analysis, using 

a 0.10OUT
F =  is:

GDP=220550.460+10.593ASI-0.179TNI+10016.59OOTE+0.00
3VALTRANS

R2=0.975 which shows that 97.5% of the total variation in real 
GDP can be explained by the independent variables ASI, VAL OF 
TRANS, OOTE, and TNI. With the adjusted R2=0.972 indicating that 
the fit is good, and residual mean square of 1503272992.23.

Testing for model adequacy

a)	 Hypothesis: 
0

H =The model is not adequate; 1H =The 
model is adequate. Using a 5% level of significance Table 6.

Table 6: Output on test for model adequacy using backward elimination method.

Model Sum of squares DF Mean Square F Sig.

Regression 1.16E+12 4 4.01E+11 266.951 0

Residual 4.06E+10 27 1.50E+09    

Total 1.65E+12 31      

b)	 Interpretation: From the result in table 4.5.2.1 above, 
we observe that with a F-ratio of 266.951 which is significant at 
0.000<0.05, we reject the null hypothesis statement that the model 
is not adequate and conclude that the model is adequate.

Test for parameter significance

a)	 Hypothesis: 
0

H =The parameter is not significant; 1H = 
The parameter is significant. Using a 5% level of significance, Table 
7.

Table 7: Summary on the significant regression coefficient using backward elimination method.

MODEL Unstandardized Coefficients   T Sig. Collinearity Statistics VIF

  B Std. error      

Constant 220550 10020.92 22.009 0  

ASI 10.593 1.843 5.748 0 26.324

VALTRANS 0.003 0.001 4.024 0 4.557

OOTE 10016.59 2781.477 3.601 0.001 12.324

TNI -0.179 0.046 -3.907 0.001 18.471

b)	 Interpretation: From the result in the table above, we ob-
served that the independent variablesX2,X4,X5 ,and  have coefficients 
of 10.593, -0.179, 10016.59 and 0.003 respectively with t-values of 
5.748, -3.907, 3.601, and 4.024 respectively with p-values all less 
than 0.05 indicating that the contribution of all the regressors to 
the model is statistically significant.

Using the Forward Selection Method

Using forward selection method, the appropriate model for this 

analysis, using a 
INF =0.05 is;

GDP=223470.496+0.129GMC+0.287ASI+0.622OOTE

With a R2=0.968; that is, 96.8% of the total variation in the GDP 
can be explained by the model.

Testing for model adequacy
Table 8: Output on test for model adequacy using forward selection method.

Model Sum of squares DF Mean Square F Sig.

Regression 1.59E+12 3 5.31E+11 278.334 0

Residual 5.34E+10 28 1.91E+09    

Total 1.65E+12 31      

a)	 Hypothesis: 0
H =The model is not adequate; 1H = The 

model is adequate. Using a 5% level of significance Table 8.

b)	 Interpretation: From the result in table 4.5.3.1 above, 
we observe that with a F-ratio of 278.334 which is significant at 
0.000<0.05, we reject the null hypothesis statement that the model 

is not adequate and conclude that the model is adequate.

Test for Parameter Significance

a)	 Hypothesis: 
0

H = The parameter is not significant; 1H = 
The parameter is significant. Using a 5% level of significance Table 
9.
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Table 9: Summary on the significant regression coefficient using forward selection method.

MODEL Unstandardized Coefficients   T Sig. Collinearity Statistics 

  B Std. error     VIF

Constant 223470.5 10738.53 20.81 0  

ASI 3.406 1.398 2.436 0.021 11.941

OOTE 16315.85 2860.241 5.704 0 10.272

GMC 0.002 0.001 2.814 0.009 1.821

b)	 Interpretation: From the result in the table above, we 
observe that ASI, OOTE, and GMC have regression coefficient 3.406, 
16315.85, and 0.002 respectively with t values of 2.436, 5.704, 
2.814 respectively, with all contributing significantly to the es-
timates obtained from the model as the estimated values for the 
dependent variable, since all have p-values less than 0.05, the pre-
selected level of significance.

Using the stepwise regression method: Using stepwise re-
gression method, the appropriate model for this analysis, using 

FIN=0.05 and FOUT=0.10 is:

GDP=223470.496+0.129GMC+0.287ASI+0.62200TE

 With a R2=0.968; that is, 96.8% of the total variation in the GDP 
can be explained by the model.

Testing for model adequacy

a)	 Hypothesis: 
0

H =The model is not adequate; 1H = The 
model is adequate. Using a 5% level of  significance Table10.

Table 10: Output on test for model adequacy using stepwise regression method.

Model Sum of squares DF Mean Square F Sig.

Regression 1.59E+12 3 5.31E+11 278.334 0

Residual 5.34E+10 28 1.91E+09    

Total 1.65E+12 31      

b)	 Interpretation: From the result in table 4.5.11 above, 
we observe that the model obtained using the stepwise regression 
method is also the as that obtained from using the forward selec-
tion method, having a F-ratio of 278.334 also which is significant at 
0.000<0.05, we reject the null hypothesis statement that the model 
is not adequate and conclude that the model is adequate.

Test for parameter significance

a)	 Hypothesis: 
0

H = The parameter is not significant; 1H = 
The parameter is significant. Using a 5% level 

of significance Table11.

Table 11: Summary on the significant regression coefficient using stepwise regression method.

MODEL Unstandardized Coefficients   T Sig. Collinearity Statistics 

  B Std. error     VIF

Constant 223470.5 10738.53 20.81 0  

ASI 3.406 1.398 2.436 0.021 11.941

OOTE 16315.85 2860.241 5.704 0 10.272

GMC 0.002 0.001 2.814 0.009 1.821

b)	 Interpretation: From the result in the table above, we 
observe that ASI, OOTE, and GMC have regression coefficient 3.406, 
16315.85, and 0.002 respectively with t values of 2.436, 5.704, 
2.814 respectively, with all contributing significantly to the es-
timates obtained from the model as the estimated values for the 

dependent variable, since all have p-values less than 0.05, the pre-
selected level of significance.

c)	 Comparing performance of the method (Table12)
Interpretation: From the result above, ranking the techniques 

based on their performance on the 

Table 12: Ranked Performance of the four variable selection techniques.

  Residual Mean Square Total VIF Adjusted R2 Total Rank Average Rank

Direct Search on t 2361918160.279(4) 19.97(1) 0.956(4) 9 3

Backward elimination 1388856407.982(1) 61.68(3) 0.974(1) 5 1.67

Forward Selection 1907056726.337(2.5) 24.03(2.5) 0.964(2.5) 7.5 2.5

Stepwise regression 1907056726.337(2.5) 24.03(2.5) 0.964(2.5) 7.5 2.5
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Total Rank 10 9 10    

Average Rank 2.5 3 2.5    

selected criteria and obtaining their average rank. We observed 
that the direct search on t method had an average rank of 3, the 
forward selection and stepwise regression method both had a tie of 

2.5 in their average, and the backward elimination method had an 
average rank of 1.67.

Using the all possible regression method (Table 13)

Table 13: Ranked Performance of all significant subset models using all possible combination method.

S/N Sig. Variable combinations Residual mean square Total VIF Adjusted R2 Total Rank Average Rank

1 x1x6 17787436868(14) 2.946(5) 0.665(14) 33 11

2 X 1 X 3 22527885642(16) 2.094(3) 0.576(16) 35 11.67

3 X 1 X 5 2231501763(6) 3.044(6) 0.958(7) 19 6.33

4 X3X5 2825482498(7) 2.228(4) 0.947(8) 19 6.33

5 X3 X 6 18467980497(15) 2.012(2) 0.652(15) 32 10.67

6 X3 X 7 11150343492(11) 2.004(1) 0.790(12) 24 8

7 X1 X 3X 4 84042211437(9) 4.828(8) 0.842(10) 27 9

8 X1 X 3X 6 11459147086(12) 4.065(7) 0.784(13) 32 10.67

9 X1 X 3X 7 8876538238(10) 4.899(9) 0.833(11) 30 10

10 X2 X 4X 6 2145840442(5) 31.1(10) 0.960(5) 20 6.67

11 X2 X4 X 7 3446858873(8) 84.637(15) 0.935(9) 32 10.67

12 X2 X6 X 7 2108072114(4) 36.213(11) 0.959(6) 21 7

13 X2 X4 X 5X 6 1503272992(1) 61.676(12) 0.972(2) 15 5

14 X2 X5 X6 X 7 1742103059(2) 78.316(14 0.967(3) 19 6.33

15 X2 X 4X 5X 7 1868177615(3) 70.661(13) 0.965(4) 20 6.67

16 X1 X2 X5 X 6X 7 14370771439(13) 84.988(16) 0.973(1) 30 10

Interpretation: From the result, we observe that according to 
the Anova tables obtained in the 

various analyses run on the possible combinations of the sev-
en independent variables, all had P-values for their F-statistics less 
than the preselected level of significance, thereby indicating that 
all models are adequate. But using the t-statistic, we observe that 
some of the models have regression coefficient not significant ex-
cept the following models with combinations above. In order to ob-
tain the appropriate model for this method, the ranking was used; 
that is, based on the selected criteria to be used in this analysis. 
Here judgement is done in this manner; the model with the low-
est residual mean square is the best and ranking increases as the 
residual mean square increases, the one with the lowest VIF is the 
best and rank increases as VIF increases, while for adjusted R2 the 
model with the highest adjusted R2is termed best but rank increas-
es with respect to decrease in their respective adjusted R2. And it is 
summed up as the model combination with the lowest average rank 
value is termed the best model for estimation. Using this method, 
the best model using the all possible regression method judging by 
the average rank is given below as:

GDP=220550.460+10.593ASI-0.179TNI+10016.591OOTE+0.0
03VALTRANS

With a R2 value of 0.975; that is, 97.5% of the total variation in 
the GDP estimated value can be explained by the model. But taking 
a good look at the VIF of the model assumed  it becomes difficult 
to make conclusion on this result, it is observed that the VIF is ex-
tremely large stating there is a strong presence of multicollinearity, 
which has a huge effect on precision and confident interval/level.

Conclusion and Recommendation
From the analysis carried out in chapter four on the impact of 

the Nigerian stock market on her economy development using the 
various variable selection techniques to obtain models termed best 
equation based on this technique, the following inferences can be 
deduced.

Summary

Using direct search on t, ASI and OOTE, that is the All share 
index (variable 2) and Openness of the Nigerian trade economy 
(variable 5) respectively, was left in the model as the appropriate 
subset regressors for the estimation of the Nigerian economy de-
velopment and growth. The model is found to be adequate using the 
anova table and it could explain 95.8% of the total variation in the 
gross domestic of Nigeria. Using the backward elimination method, 
ASI, OOTE, VALTRANS, and TNI, that is the All-Share index, Open-
ness of the Nigerian trade economy, value of transaction, and total 
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new issues respectively, are left in the model as the appropriate 
subset regressors for the estimation of the Nigerian economy de-
velopment and growth. The model is found to be adequate using the 
anova table and it could explain 97.5% of the total variation in the 
gross domestic product of Nigerian. Using the Forward selection 
and stepwise regression method (which is the modified method of 
the forward selection method). It is observed that both methods 
gave the same result as the appropriate subset for the estimation; 
that is, GMC, ASI, and OOTE. The model is found to be adequate us-
ing the anova table and it could explain 96.8% of the total variation 
in the gross domestic product of Nigeria.

Conclusion

From the analysis in chapter four, using the mean rank method 
to judge for best model, it is observed that backward elimination 
method gives the best equation for the estimation of the Nigerian 
gross domestic product with a mean rank of 1.67, wahich is the low-
est mean rank. But its variance inflation factor is extremely large 
indicating strong presence of collinearity amongst some of the in-
dependent variables. These could have really affected the signs of 
the coefficients of the regressors, even if the residual mean square 
appears to be the lowest compared to other variable selection 
method. Using the all-possible combination method as a control, 
as observed in table 4. With a mean rank of 5, the best equation 
for the estimation is the same as that obtained from the backward 
selection which contains the; ASI, TNI, VALTRANS, and OOTE as the 
appropriate subset regressors, using the lowest average rank as the 
judgement for best model.  With a  value of 0.975; that is, 97.5% of 
the total variation in the GDP estimated value can be explained by 
the model. But taking a good look at the VIF of the model assumed 
it becomes difficult to make conclusion on this result, it is observed 
that the VIF is extremely large stating there is a strong presence of 
multicollinearity, which has a huge effect on precision and confi-
dent interval. These contradicts Richard Lockhart’s conclusion that 
the four variable selection techniques give the same subset model 
as best.

Recommendation

Although, the variance inflation factor of the regression 
coefficients was added to the criteria for evaluation of performance, 
in order to account for the negligence of the effect of multicollinearity 
before analysis was carried out using the various variable selection 
techniques. It is advisable for researchers and students, who wants 
to carry out similar analysis, to ensure that the multicollinearity 
problem is dealt with in order to satisfy the assumption of no 
correlation among the independent variables, and researchers can 

also carry out their finding on other variable selection techniques 
in regression analysis. A study should also be carried out on the 
condition in which all four variable selection methods would or 
would not give the same subset regressor model as best model for 
estimation.
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