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Abstract  
The purpose of this study was to identify gender-specific differences and best-fit coronavirus (covid-19) model for the infected people of Georgia. 

Statistical methods chi-squared, ANOVA, logistic regression, Poisson and negative binomial regression models were utilized to analyze Covid-19 
data, which were obtained from the Georgia Department of Public Health. The difference among the mean ages of deaths for overall underlying 
conditions (P = 0.0248) and with ‘no’ and ‘unknown’ medical conditions (P = 0.0196) were found to be significant. The covariates regions, minimum 
age, maximum age, and average age were found to have a significant effect (P < 0.0001). The negative binomial regression model exhibited a best-fit 
model in building a death curve compared to Poisson regression model obtained by the GLM method. The findings will help to determine gender-
specific future virus models for effective interventions, and they can be generalized to the population with geographic and racial/ethnic similarities. 
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Introduction
Covid-19 is the novel coronavirus, which was first found in 

the city of Wuhan in China in November of 2019. The first source 
of interaction with the disease was found in a seafood market. 
Wuhan is known as an important hub in China and contains 
an international airport which may have rapidly increased the 
spread of the virus [1]. Similar to the Middle Eastern Respiratory 
Syndrome and the Severe Acute Respiratory Syndrome, the novel 
2019 coronavirus had the same host, which was a bat. The bat was 
said to have infected a pangolin. Humans were then infected from  

 
the pangolin through the process of zoonosis [2]. Super-spreading 
can exponentially increase the number of individuals infected by 
the virus as the novel covid-19 has the potential to spread rapidly 
[3]. There are mainly two ways in which the disease can spread, 
one of them being the fecal-oral route. The fecal-oral route of 
transmission occurs when proper hygiene is not placed after an 
individual discards feces. Contamination of common bathroom 
areas can increase the spread of the disease through possible self-
inoculation. Transmission of droplets from the mucous membranes 
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can also transmit the virus [4]. Having good hygiene and washing 
hands after bathroom usage can help decrease the risk of infection.

Covid-19 has a high rate of spreading, causing roughly three 
people to become infected from each infected person. Symptoms of 
covid-19 include respiratory issues such as difficulty in breathing. 
Covid-19 is known to attack the alveoli and cause injury to the 
surfactants in the alveoli, causing alveolar collapse through the 
dramatic decrease in surface tension [5]. Surfactants are secreted 
into the type 2 cells in the alveoli and contain proteins and lipids. 
The majority of surfactants contain lipids [6]. The phospholipids 
present in the surfactants greatly improve the ability to reduce 
surface tension among the alveoli. Covid-19 can enter the body 
through the mucous membranes. Receptors in the body bind to the 
spikes on the virus, allowing it to enter into the cell. Once it enters 
the cell, the virus can replicate itself, creating more viral particles, 
which can inhibit the body.

Elderly individuals are at the highest risk of the virus with 
men infected more than women. Having other health diseases 
such as diabetes or cardiovascular disease increases the chance 
of contracting covid-19 significantly [7]. Having a strong immune 
system seems to be of utmost importance in fighting the covid-19. 
As mentioned in8, there is a 12.15% higher percent chance in 
contracting covid-19 among individuals who are 80 years of age or 
older in comparison to middle-aged individuals in the age group 
of 50 years or older who have a 1.25% chance of getting covid-19. 
This number continues to decrease, as age becomes less. Having 
pre-existing health conditions and being immunocompromised can 
increase the likelihood of getting covid-19 [8]. Older people with 
other medical conditions such as asthma, diabetes, or heart disease 
may be more vulnerable to becoming severely ill [9].

There are numerous ways to decrease the rate of the spread 
of the virus. One effective way is to slowly decrease and ultimately 
cancel mass gatherings. Studies have shown that a prominent way 
of virus transmission can occur through mass gatherings where 
individuals are close together in an area, whether it is an indoor 
or outdoor event. Efforts to prevent high transmission of the 
virus resulted in the closure of sporting events, music events such 
as concerts, and small group gatherings, all of which are highly 
discouraged. Temporarily closing down religious places of worship 
such as churches have been implemented to help prevent the 
spread of the virus [10].

As mentioned by Liu et al. [7], lung infections are a prominent 
symptom of covid-197. Common symptoms of the novel coronavirus 
are flu-like, although there are individuals who have asymptomatic 
features of the virus and do not show easily recognizable symptoms. 
According to the World Health Organization, symptoms of covid-19 
are nasal congestion, dry cough, fever, diarrhea, shortness of 

breath, runny nose, among other symptoms [11]. The usual time 
of symptoms occurs within two to fourteen days after having 
contact with the virus [12]. There is currently no vaccine to prevent 
covid-19 and the best way to prevent illness is to avoid being 
exposed to this virus [13].

In the rapid progress of covid-19 pandemic, a huge amount of 
data has been collected from thousands of subjects, which raises 
concerns on how one can analyse such data and talk the scientific 
language to the public. Statistical and computational techniques 
are very useful at the cutting edge to understand such data and to 
make scientific conclusions. There is an urgency to utilize statistical 
methods on covid-19 epidemic data to know the patterns of the 
disease progression, intervention, and prevention. Though at the 
initial stage there is no direct preventive method exist but recorded 
data can lead the knowledge of variability and predictability 
of this disease due to some demographics, and thus can apply 
interventions to reduce its impact. Covid-19 data are collected by 
many agencies including hospitals, clinics, public health labs, health 
organizations, etc. The immediate release of such data for public 
access will accelerate the research to find intervention such as a 
vaccine or preventive medicine to stop the spread of this pandemic. 
Fortunately, we obtained limited publicly accessible demographic 
data from the Georgia Department of Public Health (GDPH) [14]. 
Using this data, we investigated the appropriate statistical methods 
and algorithms to visualize disease occurrences/confirmed cases, 
recovery cases/alive, and total deaths. 

This study aimed to explore whether gender-specific 
differences exist in GDPH covid-19 data and to obtain the best-fit 
statistical model for death occurrences. The findings of this study 
will assist to (i) identify infected confirmed cases among males and 
females with covid-19 through descriptive analysis of accessible 
sociodemographic variables, (ii) conduct test of hypothesis for 
ages of deaths and multiple comparison test against covariates 
such as gender and underlying medical conditions, (iii) perform a 
Pearson chi-square test to check the independence of gender and 
underlying medical conditions, (iv) carry out a logistic regression 
method with certain covariates for individual-level data, and (v) 
utilize a generalized linear model to build a best-fit model using 
aggregate level data on the number of deaths. 

Methods

Data source/variables and study population

The data of 156 counties was collected from the GDPH [14], 
of which 81 counties had deaths. Covid-19 individual-level data 
was not made available for public viewing except some aggregate 
level. However, the GDPH had released de-identified covid-19 data 
both for aggregate as well as individual levels. Variables such as 
age, gender, cases, alive, deaths, counties, and underlying medical 
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conditions (yes, no, unknown) were reported to the public. The 
number of confirmed cases, hospitalizations, and deaths were 
12159, 2479, and 428, respectively.

The age variable was continuous and grouped into three 
subgroups such as age1: 20-40 years, age2: 41-60 years, and age3: 
61 years and above. The total number of confirmed cases within 
156 counties in aggregate levels were grouped into four subgroups 
(0<region1<100; 100≤ region2<200; 200≤region3<300; 300≤ 
region4) to find the distributional differences of covid-19 
occurrences among the subgroups. Logistic regression was used 
to illustrate the odds of an event (deaths/alive), given some 
demographic covariates. Poisson and negative binomial regression 
models [15,16] were used to find the best-fit death model based on 
aggregate level data. 

Sample size calculations

The sample size was calculated using G*Power software 
package [17]. It was determined that 159 participants, 53 in each 
independent group, was sufficient to compare mean differences 
of continuous measurements when running a one-way analysis of 
variance (ANOVA) test. It was estimated that a total of 108 subjects 
would be sufficient to detect a statistically significant relationship 
for two discrete variables when running a Pearson’s chi-squared 
test for a 2 x 3 contingency table. 

Data (n1 = 12,159 total confirmed cases, n2 = 2,479 
hospitalized, and n3 = 428 deaths) from 156 counties in which 
deaths were observed from 81 counties. It was calculated that 428 
subjects would be large enough for logistic regression to compare 
the gender-specific differences. All the calculations were based on 
alpha (α) = 0.05, power = 80%, and a two-sided testing procedure.

Statistical analysis	

The R-GUI software package [18] was used to perform analysis. 
Since the dependent variable was categorical (covid-19 positive and 
negative), a logistic regression method was performed to calculate 
odds ratios and its 95% confidence intervals to determine the 
association between risk factors due to the occurrence of covid-19. 
For the count data, the appropriate regression models are Poisson 
regression and negative binomial regression. Generalized Linear 
Models (GLM) can incorporate binary data, count data, and skewed 
data to model response variable as a function of covariates through 
assumptions on exponential family such as binomial, Poison, 
negative binomial, and others. The GLM was used by Khan et al. 
[19], to obtain inferences about parameters under three sampling 
plans [19]. The Poisson and negative binomial regression models 
were used for the analysis of covid-19 deaths data at aggregate 
level. The ages of deaths for both males and females were grouped 
with the underlying medical conditions. ANOVA was performed on 

each gender separately, and also combining both genders age with 
underlying medical conditions to detect whether the mean ages of 
deaths is significant. A Pearson chi-square test was used to detect 
if there is a significant relationship between gender and underlying 
medical conditions.

Results 
This study investigated gender differences associated 

with covid-19 among patients living in 156 counties where 81 
counties had deaths in Georgia. [Table 1] contains the summary 
results of logistic regression for the binary outcome and for 
sociodemographic variables age, age groups, minimum, maximum, 
average age, gender, underlying medical conditions (MC0, MC1, and 
MC2), counties, regions, deaths, and alive. The MC0 described no 
medication conditions usually referred to healthy people, MC1 was 
defined for those had underlying medical conditions, and MC2 was 
used for those medical conditions unknown.

[Table 1] depicts the summary statistics for the risk factors. 
No significant regression estimates were found for both males and 
females while running the logistic regression at the individual-
level data. Running a logistic regression for the deaths of male with 
covariates age, MC1, and MC2 when MC0 as the referent group; it 
was found that both MC1 and MC2 were protective but MC1 was 
observed very low likelihood of deaths at the individual level. 
The age variable was grouped into age1, age2, and age3 to detect 
whether any subgroup had a higher likelihood of covid-19 deaths. It 
was found that age2 had a very low likelihood of deaths considering 
age1 as a referent, and MC1 remained a higher chance of survival 
compared to MC2 with MC0 as a referent.

While partitioning aggregate level data into four regions 
(region1, region2, region3, region4) and using logistic regression 
we obtained region2 and region3 were significant for minimum and 
maximum age distributions. The region4 was found to be significant 
for the average age distribution at aggregate analysis. 

[Table 2] reflects the ages of deaths for both males and females 
were aligned with their underlying medical conditions. Minimum, 
average, and maximum age for male and female deaths were: 29, 
71.54, 98; and 22, 73.15, 100, respectively. The P-value for the 
equality of mean age of death for males and females was 0.2694, 
and hence we conclude that the average age of deaths for male and 
female was not differ significantly. Among 428 deaths, 68% had 
underlying medical conditions, 3% have no medical conditions and 
the remaining 29% have unknown conditions. The P-value of the 
Pearson’s chi-square test of independence for ‘underlying medical 
conditions’ and ‘gender’ was 0.2300, which indicates they were 
independent. We conducted three ANOVA tests, one for a male 
subgroup, one for a female subgroup, and one for overall. 
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ANOVA tests of male and female subgroups reveal that the 
average ages of deaths corresponding to each underlying medical 
condition were insignificant (P = 0.118 for males; P = 0.126 for 
females). However, for the overall group, ANOVA test for equality of 
several independent means test for each underlying condition was 
significant (P = 0.0248). Tukey’s multiple comparison test showed 
that a pair of means for underlying conditions ‘no’ and ‘unknown’ 
differ significantly (P = 0.0196), which ultimately caused the 
rejection of the overall ANOVA test. 

The minimum, average, and maximum age were computed 
from the individual data corresponding to each county, which later 
merged with the county/aggregate level data to create three age 
variables in county level data. Poisson regression and a negative 
binomial regression model are appropriate when the dependent 
variable is count data, which was a number of deaths in our 
analysis. However, Poisson regression is more appropriate when 
the location parameter and dispersion parameter of the response 
variable are the same. Since our response variable was number of 
deaths, it had mean and variance as 5.28 and 102.23, respectively, 

which differ significantly, hence the Poisson regression model was 
not appropriate, because the fundamental assumption of using 
Poisson regression model was violated. 

Negative binomial regression model is appropriate when 
the outcome variable is count, and the dispersion parameter 
is much higher than location parameter. Running the negative 
binomial regression model with the covariates (regions, minimum, 
maximum, average age) on the aggregate level data we obtained 
region2, region3, and region4 were highly significant considering 
region1 as the referent group. The odds ratios and confidence 
intervals divulged there were high likelihood of deaths found 
in region2, region3, and region4 compared with referent group 
region1 for aggregate level analysis. When running the logistic 
regression for deaths and covariates region2, region3, and region4 
at aggregate level, it was found that the odds ratios were below 
1.0, which indicates that the odds of coronavirus exposure among 
patients were lower and protective against the disease. The region4 
was found to be more protective against the disease than region2 
and region3 [Tables 1 & 2].

Table 1: Summary Results for Estimated Coefficients Using Logistic Regression/Generalized Linear Model.

Individual Level Individual Level

LR:(D-male vs D-female-Ref) versus LR: (D-male vs D-female-Ref) versus

covariates (age and medical condition categories) covariates (age categories and medical condition categories)

Coefficient Estimate Odds Ratio (OR) 95% CI of OR Coefficient Estimate Odds Ratio (OR) 95% CI of OR

Intercept -0.622 – – Intercept -0.108 – –

Age 0.007 1.008 (0.994, 1.022) Age1 Ref. 1 –

MC0 Ref. 1 – Age2 -0.128 0.879 (0.266, 2.913)

MC1 -0.422 0.656 (0.229, 1.878) Age3 0.0003 1.0003 (0.332, 3.014)

MC2 -0.077 0.926 (0.312, 2.745) MC0 Ref. 1 –

– – – – MC1 -0.361 0.697 (0.241, 2.013)

– – – – MC2 -0.004 0.996 (0.335, 2.967)

Aggregate Level Aggregate Level

LR: (death and alive-Ref) versus LR: (death and alive-Ref) versus

covariates (region and minimum age) covariates (region and maximum age)

Intercept -1.811*** – – -6.288*** – –

Region1 Ref. 1 – Ref. 1 –

Region2 -0.379* 0.684 (0.501, 0.935) -0.511** 0.599 (0.440, 0.818)

Region3 -0.466* 0.627 (0.438, 0.899) -0.562** 0.569 (0.399, 0.813)

Region4 -1.034*** 0.356 (0.262, 0.482) -1.238*** 0.29 (0.217, 0.387)

Min/Max age -0.016*** 0.984 (0.976, 0.992) 0.043*** 1.044 (1.030, 1.059)

Aggregate Level Aggregate Level

LR: (death and alive-Ref)versus GLM(NBR): Deaths versus

covariates (region and average age) covariates (region and average age)

Intercept -3.137*** – – 0.446 – –

Region1 Ref. 1 – Ref. 1.000 –
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Region2 -0.218 0.804 (0.059, 1.087) 1.119*** 3.062 (2.029, 4.621)

Region3 -0.32 0.726 (0.051, 1.031) 1.595*** 4.929 (2.834, 8.573)

Region4 -0.652*** 0.521 (0.409, 0.663) 2.692*** 14.769 (9.499, 22.961)

Ave age 0.004 1.005 (0.990, 1.019) 0.003 1.003 (0.986, 1.020)

Aggregate Level Aggregate Level

GLM(NBR): Deaths versus GLM(NBR): Deaths versus

covariates (region and minimum age) covariates (region and maximum age)

Intercept 1.876*** – – -2.08835** – –

Region1 Ref. 1 – Ref. 1 –

Region2 0.914*** 2.496 (1.642, 3.794) 0.818*** 2.268 (1.524, 3.376)

Region3 1.345*** 3.838 (2.222, 6.631) 1.318*** 3.739 (2.243, 6.234)

Region4 2.129*** 8.414 (5.027, 14.084) 2.092*** 8.107 (5.140, 12.789)

Min/Max age -0.018** 0.098 (0.097, 0.0993) 0.034*** 1.036 (1.018, 1.053)

Note: D=death; Ref.=referent; Age1=20-40; Age2=40-60; Age3=60 and above; CI =confidence interval; OR=odds ratio; MC0= no-medical condition; 
MC1=yes-medical condition; MC2=unknown-medical condition;  –  =  not available; Region1=0-100 counties; Region2=100-200 counties; Re-

gion3=200-300 counties; Region4=300 and above counties; Max = maximum; Min =minimum; Ave = average; LR=Logistic regression; GLM=Generalized 
linear model; NBR=Negative binomial regression

* P<0.05; ** P< 0.01; *** P< 0.001

Table 2: Summary Results for ANOVA and Multiple Comparison Tests at Individual Level.

ANOVA for Overall Population

Source of Variation Degrees of Freedom Sum of Squares Mean Sum of Squares F-value P-value

Underlying 2 1539 769.5 3.729 0.0248*

Residuals 425 87696 206.3

Total 427 89235 975.8

ANOVA for Female Subgroup

Source of Variation Degrees of Freedom Sum of Squares Mean Sum of Squares F-value P-value

Underlying 2 1006 502.9 2.095 0.126

Residuals 172 41282 240

Total 174 42288 742.9

ANOVA for Male Subgroup

Source of Variation Degrees of Freedom Sum of Squares Mean Sum of Squares F-value P-value

Underlying 2 792 395.8 2.156 0.118

Residuals 250 45887 183.5

Total 252 46679 579.3

Multiple Comparison Test for Overall population by Tukey’s HSD test

MC-Medical Condition

Pairwise Comparison Difference 95% CI P-value

Unknown MC vs No MC 10.608 (1.372, 19.844) 0.019*

Yes MC vs No MC 8.87 (-0.076, 17.816) 0.052

Yes MC vs Unknown MC -1.738 (-5.365, 1.888) 0.497

Note: CI=confidence interval

          MC=medical condition

          HSD=honest significance difference     * P<0.05
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[Figure 1] illustrates a comparison among gender-specific 
age of deaths, underlying medical conditions, and overall age 
of deaths at individual level. A histogram displays the deaths of 
females started at age 20 and had a peak at age 80-90 with a good 
proportion of deaths. Deaths of males begun at age 30 and had a 
peak at age 70-80, had a little drop at age 80-90, and after aged 90 
there was a huge drop. The histogram of ages for overall deaths at 
individual level reached a peak between 80-90, which was almost 
same as 60-70. The distribution of ages of deaths was skewed to 

the left, which were confirmed by the long-left tail from histograms 
as well as outliers from the box plots. Bar charts exhibit that males 
had a higher death than females. There were a moderate number 
of males and females with approximately equal proportion to have 
unknown underlying medical conditions. It was observed that the 
male population had slightly higher proportions of having medical 
conditions and no medical condition compared to their female 
counterpart. It was evident that covid-19 was disproportionately 
rising higher risk of killing males compared to females.

Figure 1: Graphical Representations of Deaths and Medical Conditions at Individual Level.

Figure 2: Graphical Representations of Regional Deaths at Aggregate Level.
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[Figure 2] depicts a visual representation of boxplots of number 
of cases and deaths for four regions at aggregate level. The boxplots 
and histograms were displayed for the maximum, minimum, and 
average age of deaths at county level. The histograms show the 
highest number of deaths occurred in age intervals 60-70, 80-85, 
and 70-80 for minimum, maximum and average age, and outliers 
were noticed in boxplots. 

The boxplots for number of cases and deaths for each of the 
four regions clearly showed an increasing trend of occurrences 
due to coronavirus. The region4 contributed the highest number of 
cases, recoveries, deaths, and hospitalizations. It was independently 
verified that these trends of occurrences were consistent with the 
recoveries and hospitalizations. The stack bar chart in [Figure 2] 
reflects one bar had a high altitude but no death or few deaths. This 
bar was for those patients who were unable to report the county, 
they lived. The bar chart indicated that the bars that have high 
altitude also had high covid-19 cases and deaths. Deaths and alive 
were demarcated by red and white colour in the stack bar chart. 
The higher proportion of red was visualized for a higher death in 
the county.

Discussion and Future Directions
The covid-19 pandemic is a global public health threat and 

is the greatest challenge we have faced since World War Two 
[20]. It has the potential to create devastating social, economic, 
and political crises that leave us deep scars. The World Health 
Organization defines public health surveillance as “the continuous, 
systematic collection, analysis, and interpretation of health-related 
data needed for the planning, implementation, and evaluation of 
public health practice” and calls it the “bedrock of outbreak and 
epidemic response” [21]. As the covid-19 pandemic has progressed, 
the effectiveness of national efforts to combat the virus has hinged 
on the ability of governments to measure its spread and use that 
information to target their public health efforts.

Due to a lack of testing, monitoring and the resulting uncertainty 
about where covid-19 is spreading, national governments have 
deemed it necessary to put their entire populations on lockdown. 
The use of large public health data especially biological specimens 
will be extremely valuable to develop a biomarker for outcomes 
research, quality assurance, public health surveillance, and other 
beneficial purposes. When there will be a huge volume of recorded 
data available to the public, these analytical methods will carry 
over the benefit for researchers and public health practitioners to 
understand the nature of data and its rigorous statistical analysis.

Combining statistical methods and computer-based algorithms 
can play a significant part in generating statistical probabilistic 
models. The modelling approaches will provide us an understanding 

of existing covid-19 data and measure the risk of future pandemics 
in rural and urban communities.

The breakdown of the aggregate data into regions and using 
negative binomial regression on the number of deaths would be an 
appropriate method for future pandemic risk modelling direction 
to rural or urban areas. The findings of this study will expand to 
identify infected individuals for interventions and develop policy 
briefs for future pandemics.
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