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#### Abstract

In our life we very often meet with mathematical models for which are described by using Ordinary Differential Equations. These equations are studied starting from the epoch of Newton. Therefore, many scientists believe that it is impossible to find something new in this area. However, it is not. We will show that in this area one can construct numerical methods for solving these equations, which have some advantages. Here it has been shown that it is possible to construct a stable method having a higher order of accuracy than the known. For this here is suggested to use the multistep methods having the advanced and hybrid types. To consider the construction of methods with new properties on the intersection of the above mentioned. methods. As is known, models for much biological research are described by the ordinary Differential equation, and the methods studied here can be applied to solving above mentioned problems. Therefore, here found the maximum value for the order of accuracy of the stable methods having the advanced and hybrid types. And considered to define the maximum value for the stable methods constructed on the intersection of these methods. By the application some of specific methods to solve model problems, have demonstrated the advantages of the proposed methods. By considering that in the investigation of multistep methods one of the basic questions is the determine the necessary condition of its convergence, here have defined the conditions, which are imposed on the coefficients investigated methods. For obtaining reliable information on the solution of the problem under study suggested to use the bilateral methods. For the illustration of this have constructed simple bilateral stable methods, which have applied to solve model problems. And, given a sequence studying the conception of stability for multistep methods in terms of history. The receiving results here are illustrated on solving some model problems, with the methods suggested here.
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## Introduction

Noted that many problems from biology were fundamentally studied by Vito Volterra. Model for investigation of these problems compiled using ODEs, Volterra integral and Volterra integro-differential equations. One of the popular methods for solving these tasks is multistep methods with constant coefficients. As is known, one of the basic conceptions in the investigation and application of Multistep Methods with the constant coefficients is its stability. The conception stability for Multistep Method has been defined in
two forms. One of these definitions is given by using " $\mathcal{E}$ and $\delta$ " language, which has wide applied in the convergence of numerical sequences. The second definition is related by using stable polynomials and that by some authors has called as the "root condition". In mostly the second definition has been used in the application of Multistep Methods to solve some problems, such as the initial - value problem for both differential and integra - differential equations of Volterra type. And that also has use in solving of the Volterra integral equations. Here by the comparison of these definition have
defined some advantages and disadvantages of them. And has given the way for application of the stable multistep methods to solve of the both Volterra integral and integra - differential equations. The conception of "stability" for the multistep methods with constant coefficients is related with the application of multistep methods to solve initial - value problem for ODE. Therefore, here also to consider the investigation of the conception "stability". Let us for this began from the following classical problem:

$$
\begin{equation*}
y^{\prime}=f(x, y), \quad y\left(x_{0}\right)=y_{0}, \quad x \in\left[x_{0}, X\right] \tag{1}
\end{equation*}
$$

Suppose that the function $f(x, y)$ is continues to totality of arguments and has defined in some cloused domain $D=\left\{x_{0} \leq x \leq X,|y| \leq C\right\}$. And, it has continuously partial derivatives to some integer $p$ in the same domain. It follows that the initial - value problem for ODE has the unique solution on the subsegment $\left[x_{0} \bar{X}\right]$, where $\bar{X} \leq X$. Let us suppose that the problem (1) has the unique solution $y(x)$, which is define on the segment $\left[x_{0} X\right]$.

As is known the problem (1) has been investigated by many known scientists such as Newton, et al. Some of them have investigated the construction of numerical methods and their application to solve problems (1) and have considered investigation of Symmetric methods. The first direct method for solving problem (1) was constructed by Euler. The Euler method was developed by Adams and Runge in the results of which appears the multistep and one step methods. By the generalization of these methods the specialists have constructed the class of one step and multistep methods (see for example [1-11]). As was noted above the conception of "stability" is related to the investigation of multistep methods. So as the linear part of one step methods satisfies the condition of stability. Therefore, here as an object of research, were taking the multistep methods with constant coefficients, which can be presented as the following form:

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} f_{n+i}, \quad(n=0,1, \ldots, N-k) \tag{2}
\end{equation*}
$$

Here $y_{m}$ is the approximately value of the solution $y(x)$ of problem (1) at the point $x_{m}(i=0,1, \ldots, N)$. But corresponding exact value of the solution of the problem (1) usually is denoted by the $y\left(x_{m}\right) \quad(0 \leq m \leq N)$. The mesh point $x_{m}$ - is determined in the form $x_{m}=x_{0}+m h(m=0,1, \ldots, N)$. From here receive that $X=x_{0}+N h$. And $0<h$ - is the step size, which is divided the segment $\left[x_{0} X\right]$ to $N$ equal parts. The method (2) has been investigated by many authors (see for example [12-21]).

## On the Classification of the Conseptions of Stability

Let us note that method (2) in [12] has investigated by the definition of "stability" using the " $\mathcal{E}$ and $\delta$ " language. It is not difficult to understand that for the investigation of the convergence of the method (2), it is needed to find some concept for boundedness all
the errors that are obtained when using this method. In the work [13] have define some condition for limitation of all the errors arises in application of the method (2). For this let us to consider the following definition:

Definition 1. For the limitation of the summarization of all the errors emerging in using of the method (2), the roots of the following polynomial $\rho(\lambda)=\alpha_{k} \lambda^{k}+\alpha_{k-1} \lambda^{k-1}+\ldots+\alpha_{1} \lambda+\alpha_{0}$ must be in the unit circle on the boundary of which are not multiply roots. This conception in [14] and [15] has been taken as the definition of the stability for the multistep methods. In [15] Bakhvalov has investigated the method of (2) for the case $\beta_{k}=0$ and prove that if the method (2) is stable and has the degree of $p$, then there exist methods of type (2) having the degree $p \leq k$ for $k \leq 10$, but methods with degree $p=k+1$ are unstable. The conception degree for the method (2) can be given as following form:

Definition 2. The integer variable $p$ is degree of the method (2), if the following is (see for example [15]) take place:

$$
\begin{equation*}
\sum_{i=0}^{k}\left(\alpha_{i} y\left((x+i h)-h \beta_{i} y^{\prime}(x+i h)\right)=O\left(h^{P+1}\right), h \rightarrow 0\right. \tag{3}
\end{equation*}
$$

Method (2) fundamentally investigated by Dahlquist. The results obtained by him are use as the Dahlquits law or Dahlquist barer (see for example [14-19]). One of the Dahlquist law can be given as the following form:

Theorem. If in the case $\alpha_{k} \neq 0$ and $\beta_{k}=0$, the method (2) is stable and has the degree of $p$, then the following takes place: $p \leq k$.

There exist stable methods with the degree $P_{\max }=k$ for all the $k>0$.

If $\alpha_{k} \neq 0$ and $\beta_{k} \neq 0$ and method of (2) is stable then Dahlquist's barer can be written as: $p \leq 2[k / 2]+2$, there is a stable method with the degree $p_{\text {max }}=2[k / 2]+2$ for all the $k>0$. As follows from above mentioned, Dahlquist receive more general results than the Bakhvalov and he prove that for all the values of $k$, there exists stable explicit methods with the degree $P_{\max }=k$. Dahlquist also receives some condition imposed on the coefficients of the method (2) in the case when method (2) is convergence. These conditions can be presented in the following form:
a) The coefficients $\alpha_{i,} \beta_{i}(i=0,1, \ldots, k)$ are the real numbers, moreover $\alpha_{k} \neq 0$.
b) The characteristic polynomials

$$
\rho(\lambda) \equiv \sum_{i=0}^{k} \alpha_{i} \lambda^{i}, \quad \vartheta(\lambda)=\sum_{i=0}^{k} \beta_{i} \lambda^{i}
$$

have no common factor different from the constant.
c) $\quad p \geq 1$ and $\vartheta(1) \neq 0$ are takes place.

By considering the condition C , for the degree of stable methods of type (2) receive the following estimation: $1 \leq p \leq k$ for ex-
plicit and for others $1 \leq p \leq 2[k / 2]+2$. If consider that for the explicit stable methods of type (2) the candition $p \leq k$ is hold, then receive that the condition $p>k$ is hold for the implicit stable methods. As it follows from here, the implicit stable methods are more exact than the explicit methods. But in the application of implicit methods arise some diffucults. To demonostration this, let us consider to following (under the assumption, $\alpha_{\hat{e}}=1$ ):

$$
y_{n+k}=\sum_{i=0}^{k-1}\left(-\alpha_{i} y_{n+i}+h \beta_{i} f_{n+i}\right)+h \beta_{k} f\left(x_{n+k}, y_{n+k}\right)
$$

It is follows from here that for the finding the value $y_{n+k}$, it is nessary to solve nonlinear equation. For this aim one can suggest using some iteration methods. As is known the simple iteration method can be prezented as:

$$
y_{n+k}^{(j+1)}=\sum_{i=0}^{k-1}\left(-\alpha_{i} y_{n+i}+h \beta_{i} f_{n+i}\right)+h \beta_{k} f\left(x_{n+k}, y_{n+k}^{(j)}\right),(j=0,1,2 \ldots) .
$$

If $y_{n+k}^{(j)}$ is known, then by using this method one can fined the value $y_{n+k}^{(j+1)}$. For the calculation of $y_{n+k}^{(j)}$ can been used corresponding explicit method in the result of which receive predictor-corrector method. This method is fundamentally investigated in [19] and the convergence of the proposed methods are proved.

From this estimation receive that for solving some problems with the higher order of accuracy it is necessary to construct the stable methods with the degree $p>2[k / 2]+2$. For this aim some authors proposed to use the following multistep second derivative methods (see for example [20-23]):

$$
\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} y_{n+i}^{\prime}+h^{2} \sum_{i=0}^{k} \gamma_{i} y_{n+i}^{\prime \prime} \text { (4) }
$$

This method in general form has investigated in [22], but in [21] has investigated the convergence of the general form of the method (4) by using " $\varepsilon$ and $\delta$ " languech. Noted that by using values of the higher derivatives of functions involved in the Taylor expanson in the construction of numerical methods for solving problems (1) suggested by him Euler.

By comparison method (2) and (4) receive that, these methods can be written as the following form respectively:

$$
\sum_{i=0}^{k} \alpha_{i} y_{n+i}=\varphi(h) ; \quad \sum_{i=0}^{k} \alpha_{i} y_{n+i}=\varphi_{1}(h)
$$

Thus, receive that behavior of the solution of the non-homogenous equation directly dependence on the value of the coefficients $\alpha_{i}(i=0,1, \ldots, k)$. It follows that the conception of "stability" for methods (2) and (4) can be defined in the same way. As is known in application of the method (4) to solve the problem (1) are arise some difficulties related with the calculation of the values $y^{\prime \prime}(x)=d f(x, y) / d x=f_{x}^{\prime}(x, y)+f_{y}^{\prime}(x, y) \cdot y^{\prime}$. Therefor some authors for the construction of the stable methods with the high order of
accuracy proposed to use the forward-jumping or advanced and hybrid methods. For the illustration of noted, let us to consider the following forward-jumping method (see for example [22]):

$$
\begin{equation*}
\sum_{i=0}^{k-m} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} f_{n+i} \quad(m>0) \tag{5}
\end{equation*}
$$

As is known, the advanced methods were constructed by Kowell. But advantages and disadvantages of this method in more general form investigated in [22] and constructed method to eliminate the main disadvantages of these methods. Note that these can be considered better, as in these methods are used information about of the required functions at the previous and at the next points. It is not dificulte to prove that the advanced methods can be prezented only as the implicit methods. In formally this method can been received from the method (2) in the case $\alpha_{k}=\alpha_{k-1}=\ldots=\alpha_{k-m-1}=0, \alpha_{k-m} \neq 0$. But by the condition of A receive that $\alpha_{k} \neq 0$. It is following that method (5) is the independent object for investigation. Noted that if method (5) is stable then exists methods with the degree $p=k+m+1$ for the $k \geq 3 m$. But if method (5) is instable, then $p \leq 2 k-m$ is holds. Methods with the maximal degree $p=2 k-m$ is unique. But these properties for the method of (2) can been written as: $p \leq 2 k$ or $p_{\text {max }}=2 k$. Noted that method with degree $p=2 k$ is single.

If will be compare methods (2) and (5), then receive that the maximal value for the stable methods of type (2) dependents from the properties of $k$. But maximal value for the stable methods of type (4) independent from the properties of $k$. And now let us consider comparison of the order of accuracy for the method (2) and (4). If method (4) is stable, then there exist the methods with the degree $p_{\text {max }}=2 k+2$. Thus, receive that the stable methods of type (2) and (4) with the maximal degree have different properties. Let us to consider the following forward-jumping method, this can receive from the method (4) as the partial case:

$$
\sum_{i=0}^{k-m} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} f_{n+i}+h^{2} \sum_{i=0}^{k} \gamma_{i} g_{n+i}(m>0)
$$

As is known if this method is stable, then following is holds: $p \leq 2 k+m+1$ for $k=2 j$ and $k-m=2 r-1(m \geq 3 k)$, but in other cases $p \leq 2 k+m+2$ (Figure 1).

Let us compares these results by using $x y$ plane. From here receive that the maximum value for the stable methods of type (4) and (5) do not depend from the property of $k$ and $m$, but to contrary the maximum value for receiving stable methods from the methods (2) and ( $4^{\prime}$ ) depends from the parity of $k$ and $m$. Thus, got that dependence the maximum value of the degree for stable methods receiving from the above-mentioned methods of the parity of $k$ and $m$ are located symmetrically to starting point of the coordinate system. Noted that if in the method (4) to put $\gamma_{i}=0(i=0,1, \ldots, k)$ , then receive that the degree of stable methods satisfies the condition $p \leq 2[k / 2]+2$ and there exists the stable methods with the degree $p=2[k / 2]+2$ for all the value of $k$.


Figure 1:

Thus receive that the relation between of the degree $p$ and order $k$ for the methods (2) and for the method (4) in the case $\gamma_{i}=0(i=0,1, \ldots, k)$ are the same. But in the case $\beta_{i}=0(i=0,1, \ldots, k)$ the conceptions of stability and the degree for the method (4) are define in others form. If the following is holds:

$$
\sum_{i=0}^{k}\left(\alpha_{i} y(x+i h)-h^{2} \gamma_{i} g(x+i h)\right)=O\left(h^{p+2}\right), h \rightarrow 0
$$

Then the integer value $p$ is called as the degree for the method (4) in the case $\beta_{i}=0(i=0,1, \ldots, k)$.

By taking into account the above-described properties of the methods of type (4), that has investigated in general form in the [22]. Thus, receive that the methods (2), (5) and method (4) in the case $\beta_{i}=0(i=0,1, \ldots, k)$ are independent object for investigation. But there are some connections between of them. For this aim let us to difine direct relation between of the method (2) and the following:

$$
\begin{equation*}
\sum_{i=0}^{k} \bar{\alpha}_{i} y_{n+i}=h^{2} \sum_{i=0}^{k} \gamma_{i} g_{n+i} \tag{6}
\end{equation*}
$$

By using the shift operator $E y(x)=y(x+h)$, equality (6), can been written as following:

$$
\begin{equation*}
\bar{\rho}(E) y_{n}-h^{2} \gamma(E) g_{n}=0 \tag{7}
\end{equation*}
$$

here polynomial $\bar{\rho}(\lambda)$ and $\gamma(\lambda)$ define as

$$
\bar{\rho}(\lambda)=\sum_{i=0}^{k} \bar{\alpha}_{i} \lambda^{i} ; \quad \gamma(\lambda)=\sum_{i=0}^{k} \gamma_{i} \lambda^{i}
$$

If in the equality of (7) to pass limit, for the $h$ tends to zero $(h \rightarrow 0)$ then receive that $\bar{\rho}(1)=0$. This is a necessary condition for convergence of the method (6). But in future will show that $\bar{\rho}^{\prime}(1)=0$. By using the condition $\bar{\rho}(1)=0$ the equality (7) can be writ-
ten as following:

$$
\bar{\rho}_{1}(E)(E-1) y_{n}-h^{2} \gamma(E) g_{n}=0
$$

$$
\text { here } \bar{\rho}_{1}(\lambda)=(\rho(\lambda)-\rho(1)) /(\lambda-1)
$$

Let us this equality to write in the following form:

$$
\bar{\rho}_{1}(E)\left(y_{n+1}-y_{n}\right) / h-h \gamma(E) g_{n}=0
$$

If here to pass limit for the $h \rightarrow 0$, then receive:
$\bar{\rho}_{1}(1) y^{\prime}(x)-h \gamma(1) g(x)=0$,
here $x=x_{0}+n h$ fixed point.
In the equality of (8), let us use the definition.
$y^{\prime}(x)=z(x)$, then from here receive:
$\bar{\rho}_{1}(1) z(x)-h \gamma(1) z^{\prime}(x)=0$,
Here $\bar{\rho}_{1}(1)=\lim _{\lambda \rightarrow 1}(\bar{\rho}(\lambda)-\bar{\rho}(1)) /(\lambda-1)$.
If in the equality of (9) to pass limit for the $h \rightarrow 0$, then receive: $\bar{\rho}_{1}(1)=0$.

It is clear that $\bar{\rho}_{1}(1)=\bar{\rho}^{\prime}(1)=0$.
Thus receive $\bar{\rho}_{1}(1)=\bar{\rho}^{\prime}(1)=0$, it is to say that $\lambda=1$ is the double root for the polynomial $\bar{\rho}(\lambda)$. And this condition is necessary for convergence of the method (6). Those, receive that the conception of "stability" for the method of type (6) can been define as following:

Definition. The method (6) is stable, if the roots of the polynomial $\bar{\rho}(\lambda)$ Liye in the unit circle on the boundary of which there is not multiple roots, without double root $\lambda=1$. If compare method (2) with the method (9), then receive that they are the same. It follows that the maximal value for the degree must be same for these methods. As is known the implicit methods are more accurate than
the others. But in the application, to solve the practical problems arises some difficulties which was related with the finding of the solution of nonlinear algebraic equations. As have noted above, for this aim one can use predictor-corrector methods which have been constructed specially for using implicit and forward - jumping methods (see [19]).

It follows noted that predictor-corrector methods are constructed for using the implicit and forward - jumping methods having the different properties. Applications of the forward - jumping or advanced methods are more use information about the solution of the investigated problem at the previous and at the next mesh points.

Thus, receive that the forward - jumping methods are used the more information about the solution of the investigated problem. Therefor the results received by using these methods can be taken as sufficiently available or these methods can be taken as efficient.

By the comparison of above-described methods receive that the maximal value for the degree of stable methods can been define by the equality $p_{\text {max }}=2 k+2$, which is satisfies for the degree of the method (4). For the construction stable methods with the degree $p>2 k+2$ some authors proposed to use the hybrid methods (see for example [23-34]), which in simple form can be written as:

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} f_{n+i+\gamma_{i}} \quad\left(\left|v_{i}\right|<1 ; i=0,1, \ldots, k\right) \tag{10}
\end{equation*}
$$

It is known that methods with the fractional step size were always considered better than the others. For example, the following midpoint rool:

$$
y_{n+1}=y_{n}+h f_{n+1 / 2}
$$

which is explicit and can be received from the method (10), as the partial case. Noted that this method has the degree $p=2$. As is known from the method (2) for the $k=1$ one can be receive explicit method with the degree $p_{\text {max }}=1$ and implicit method with the degree $p_{\max }=2$. It is not difficult to prove that following stable method:

$$
y_{n+1}=y_{n}+h\left(f_{n}+3 f_{n+2 / 3}\right) / 4
$$

has the degree $p=3$ and is also can be receive from the method (10) as partial case.

As was noted above the conception "stability" and "degree" for the method (10) will be defined by the above proposed way. Now let's consider finding the coefficients of the method (10).

## About One Way to Determine the Values of The Coefficients of Multistep Method (10)

By the comparison of the methods (2), (3)-(6) receive that the more interesting methods are the stable methods with the higher degrees. And, have proven that in among of these methods the most accurate is the method (4), the maximal value of the degree, for which is equal to $p_{\max }=2 k+2$. As is known, in the application of
these methods to solving nonlinear problems arises some difficulties. By considering this, some specialists proposed to use hybrid methods. Therefore, let us investigate the method (10). For this aim one can use the method of undermined coefficients. For the construction methods of type (10) to consider the following Teylor series:

$$
\begin{gathered}
y(x+i h)=y(x)+i h y^{\prime}(x)+\frac{(i h)^{2}}{2!} y^{\prime \prime}(x)+\ldots+\frac{(i h)^{p}}{p!} y^{(p)}(x)+O\left(h^{p+1}\right)^{\prime} \\
y^{\prime}\left(x+l_{i} h\right)=y^{\prime}(x)+l_{i} h y^{\prime \prime}(x)+\frac{\left(l_{i} h\right)^{2}}{2!} y^{\prime \prime \prime}(x)+\ldots+\frac{\left(l_{i} h\right)^{p-1}}{(p-1)!} y^{(p)}(x)+O\left(h^{p}\right)^{\prime}
\end{gathered}
$$

Here $\tilde{o}$ fixed point and denote as $\tilde{o}=x_{0}+n h$ and $l_{i}=i+v_{i} \quad(i=0,1,2, \ldots, k)$.

By using this expansion in the equality of (10) receive the following:

$$
\begin{align*}
& \sum_{i=0}^{k}\left(\alpha_{i} y(x+i h)-h \beta_{i} y^{\prime}\left(x+l_{i} h\right)\right)=\sum_{i=0}^{k}\left(\alpha_{i} y(x)+h\left(i \alpha_{i}-\beta_{i}\right) y^{\prime}(x)+h^{2}\left(\frac{i^{2}}{2!} \alpha_{i}-l_{i} \beta_{i}\right) y^{\prime \prime}(x)\right.  \tag{11}\\
& \left.+\ldots+h^{p}\left(\frac{i^{p}}{p!} \alpha_{i}-\frac{i^{p-1}}{(p-1)!} \beta_{i}\right) y^{(p)}(x)\right)+O\left(h^{p+1}\right), \quad l_{i}=i+v_{i} \quad(i=0,1,2, \ldots, k) .
\end{align*}
$$

For the finding the maximal value of the degree of the method (10), let us suppous that method (10) has a degree of $p$. In this case receive the following:

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i} y(x+i h)-h \sum_{i=0}^{k} \beta_{i} y^{\prime}\left(x+v_{i} h\right)=O\left(h^{p+1}\right), h \rightarrow 0 \tag{12}
\end{equation*}
$$

For the finding some relation between of the integer values p and $k$ in the equality of (11) consider the equality of (12). In this case for the holding the equality of (12) receive that the following must be hold:

$$
\begin{align*}
& \sum_{i=0}^{k} \alpha_{i} y(x)+h \sum_{i=0}^{k}\left(i \alpha_{i}-\beta_{i}\right) y^{\prime}(x)+h^{2} \sum_{i=0}^{k}\left(\frac{i^{2}}{2!} \alpha_{i}-l_{i} \beta_{i}\right) y^{\prime \prime}(x)+ \\
& \ldots+h^{p} \sum_{i=0}^{k}\left(\frac{l^{p}}{p!}-\frac{l_{i}^{p-1}}{(p-1)!}\right) y^{(p)}(x)=0 . \tag{13}
\end{align*}
$$

It is known that the system $1, x, x^{2}, \ldots, x^{p}$ or $y(x), y^{\prime}(x), \ldots, y^{p}(x)$ for the $y^{j}(x) \neq 0(j=0,1,2, \ldots, p)$ are independent. Therefor from the equality of (13) receive that for the holding the equality (12), satisfying following condition the coefficients $\alpha_{i}, \beta_{i}, l_{i}(i=0,1, \ldots, k)$ is necessary and sufficient:

$$
\begin{equation*}
\sum_{i=0}^{k} \alpha_{i}=0 ; \sum_{i=0}^{k}\left(i \alpha_{i}-\beta_{i}\right)=0 ; \sum_{i=0}^{k}\left(\frac{i^{2}}{2!} \alpha_{i}-l_{i} \beta_{i}\right)=0 \ldots ; \sum_{i=0}^{k}\left(\frac{i^{p} \alpha_{i}}{p!}-\frac{l^{p-1}}{(p-1)!} \beta_{i}\right)=0 \tag{14}
\end{equation*}
$$

These prove that to, the method (10) to have the degree of $p$, satisfying its coefficients the system of algebraic equation of (14) is necessary and sufficient. This system is a nonlinear algebraic equation. As is known to find the exact solution of nonlinear system of algebraic equation is available, but not always. Therefore, in basically the scientists for solving of the system (14) are used approximate methods. For example, the case $k=1$. In this case from the system (14) receive the following:

$$
\begin{equation*}
l_{o}^{m} \beta_{0}+l_{1}^{m} \beta_{1}=1 /(m+1), \quad m=0,1,2,3 . \tag{15}
\end{equation*}
$$

It is not difficult to prove that the solution of the nonlinear system of (15) is unique. And the method of type (10), which is corresponding to this unique solution can be written as following:
$y_{n+1}=y_{n}+h\left(f_{n+1 / 2-\alpha}+f_{n+1 / 2+\alpha}\right) / 2, \alpha=\sqrt{3} / 6 \cdot$ (16)
This method stable and has the degree $p=4$. Noted that in the case $k=2$, there is stable method of type (10) with the degree $p=6$. And now let us define the maximal value for the degree of the method (10). It is evident that in the nonlinear system of (14) the amount of the equation equals to $p+1$, but the amount of the unknowns equals to $3 k+3$. It follows that for the $p \leq 3 k+2$, system (14) may have a solution. But the stable method does not correspond to all the solutions of the system (14). If the polynomial $\rho(\lambda)$ has the following form
$\rho(\lambda)=\lambda^{k}-\frac{1}{k}\left(\lambda^{k-1}+\lambda^{k-2}+\ldots+\lambda+1\right)=0 \quad$ or $\rho(\lambda)=\lambda^{k}-1$ then the roots of the $\rho(\lambda)$ satisfies the condition: $\lambda_{1}=1,\left|\lambda_{j}\right|<1,(2 \leq j \leq k)$ or $\left|\lambda_{j}\right|=1,(1 \leq i \leq k)$.

For this polynomial the condition $\alpha_{k}+\alpha_{k-1}+\ldots+\alpha_{1}+\alpha_{0}=0$ is hold. Therefor in this case receive that in the system of (14) will be $2 k+2$ unknowns and p-equations. From here it follows that the system for the condition $p \leq 2 k+2$ can has any solution. One can be constructing the stable methods of type (10) with the degree $p=2 k+2$ for the value $k \geq 3$. Noted that method (10) is seems to classical Gauss method. From here receive that method (10) is more general than the Gauss method. It is follows from here that by choosing the coefficients one can be constructed methods with the degree $p \leq 2 k+2$. But for the sake of objectivity remark that in application of hybrid methods to solve some problems arises difficulties related with the computing of the values $y_{n+i+v_{i}}$ for all the $v_{i}(0,1, \ldots, k)$. For correction of this disadvantages of hybrid methods, here have proposed to use the predictor-corrector methods.

For construction more exact numerical methods, let us consider the construction methods with the new properties on the intersection of the methods (2) and (10). For this let us to consider the following multistep methods, which has received by using the methods (2) and (10):
$\sum_{i=0}^{k} \alpha_{i} y_{n+i}=h \sum_{i=0}^{k} \beta_{i} f_{n+i}+h \sum_{i=0}^{k} \gamma_{i} f_{n+i+v_{i}}, \quad\left(\left|v_{i}\right|<1 ; i=0,1,2, \ldots, k\right)$.
These methods can be written more general form as following:

$$
\sum_{i=0}^{s} \alpha_{i} y_{n+i}=h \sum_{i=0}^{m} \beta_{i} f_{n+i}+h \sum_{i=0}^{k} \gamma_{i} f_{n+i+v_{i}}
$$

It is evident that in the case $s=m=k$ methods (17) and (18) are one and the same. In the case $s<\max (m, k)$ the method (11) will be forward-jumping method, but in the case $s>\max (m, k)$ from the (18) receive the explicit methods. For simplicity, here to investigate the method (17). It is not difficult to prove that for the determine the coefficients $\alpha_{i}, \beta_{i}, \gamma_{i}, v_{i} \quad(i=0,1, \ldots, k)$ can been received the nonlinear system, which is like nonlinear system (14) of algebraic equations. For the construction the concret methods of type
(17), let us to consider following system of algebraic equations:
$\sum_{i=0}^{k} \alpha_{i}=0 ; \sum_{i=0}^{k}\left(i \alpha_{i}-\beta_{i}-\gamma_{i}\right) ; \sum_{i=0}^{k}\left(\frac{i^{s}}{s!} \alpha_{i}-\frac{i^{s-1}}{(s-1)!} \beta_{i}-\frac{l_{i}^{s-1}}{(s-1)!} \gamma_{i}\right)=0 ; \quad l_{i}=i+v_{i} ; s=1,2, \ldots, p$.

From the nonlinear system of (19) it follows the nonlinear system of (14), as the partial case. Therefore, here to consider the investigation nonlinear system (19). In this system the amount of the equations equal $p+1$, but the amount of the unknowns is equal to $4 k+4$. In the case $p \leq 4 k+2$ the system can have the solution. Noted that in the case $\gamma_{i}=0 \quad(i=0,1,2, \ldots, k)$ or $v_{i}=0 \quad(i=0,1,2, \ldots, k)$ , from the method of (17) it follows the method (2), and in this case from the system (19) receive the linear system of algebraic equation, which has a unique solution for the value $p_{\max }=2 k$. But by constructing a method of a certain accuracy, will be shown the exactness stable methods of type (19) with the degree $p \leq 3 k+3$. As is known in usually for solving of the system (19) are used some mathematical programs, for example Mathcad-2015. In the result of which one can be received the solution of system (19) in the case $p \leq 4 k+2$.

The results obtained by the application of these methods in solving of some model problems usually are not available. One can be constructed some problem in solving of which the methods with degree $p=0$ gives some available results. But it is not following from here, that this method can be applied to solving of the problem (1). As was noted above in solving the system of algebraic equation by using the Mathcad program receive solution with the some errors. Therefor these methods must be verified by the known model problems. And here by considering above described have recommended to use the stable methods of type (17), with the degree $p \leq 3 k+3$.

For example let us to consider the following methods:

$$
\begin{align*}
& y_{n+1}=y_{n}+h\left(f_{n+1}+f_{n}\right) / 12+5 h\left(f_{n+1-\alpha}+f_{n+1+\alpha}\right) / 12, \alpha=\sqrt{5 / 10},  \tag{20}\\
& y_{n+2}=y_{n}+h\left(9 f_{n+2}+64 f_{n+1}+9 f_{n}\right) / 90+49 h\left(f_{n+1+\beta}+f_{n+1-\beta}\right) / 90, \beta=\sqrt{21 / 7} . \tag{21}
\end{align*}
$$

The method (20) is stable and has the degree $p=6$, which receive from the method (17) in the case $\hat{e}=1$, but the stable method (21) received from the method (10) for the $\hat{e}=2$ and has the degree $p=8$. In this case one can be constructed stable method with the degree $p=9$, but that will not be satisfies Gauss node point condition. Methods (20) and (21) can be taken as symmetric, so as the points and coefficients of these methods satisfies the Gauss conditions.

By comparison of above proposed methods, receive that method of (17) is more accurate than the others, but application that to solve some problems it is arises some difficulties related with the finding the value $y_{n+k}$, which is also participated under the function of $f(x, y)$. The second difficulties in application of the method (17) related with the computing of the values of the function $y(x)$ at hybrid points. For example, in the application of the method (16) it is arises the necessary to calculation the values of $y_{n+1 / 2 \pm \alpha}$. For using these methods, here have recommended to construct the predictor

- corrector methods. But for the finding the values $y_{n+1 / 2 \pm \alpha}$ one can be proposed some methods specially constructed for computing of the value $y_{n+1 / 2 \pm \alpha}$. But in sometimes the hybrid pointes by users can be choose as the rational number. In this case methods will not be more exact, but that can be applied to solving of the some problems in simple form. For the illustration of this result, let us to consider the following methods:

$$
y_{n+1}=y_{n}+h\left(29 f y_{n}+24 f_{n+1}-f_{n+2}\right) / 180+h\left(62 f_{n+1 / 2}+2 f_{n+3 / 2}\right) / 90 \cdot \text { (22) }
$$

This method belongs to the class of forword-jumring or advanced methods. And the order for which equal two ( $k=2$ ), but the value of degree for method (22) equal to five ( $p=5$ ). As was noted above in the case $k=2$, one can be constructed stable methods with the degree $5<p \leq 9$. But in this case it is necessary to calculate the values of the solution of investigated problem at the irrational points. Noted that in using of method (22) are not arises above mentioned difficulties. In the case $\gamma_{i}=0$ or $v_{i}=0 \quad(i=0,1,2, \ldots, k)$ also are not arise the necessary calculation the values of the function at the hybrid points (usually hybrid points are given by using the irrational numbers). Thus, receive that using rational points in the construction of the numeral methods can be taking as desirable.

## Some Advantages of Symmetric Methods

There is such an idea that all Galaxies in the Universe are located symmetrically in relation to each other. The same ideas hold for the planets as well as other celestial bodies. It is no coincidence that in applied sciences highly appreciate the work devoted to the study of symmetric problems. Considering the above described, here also decided to investigate the construction and application of some symmetric methods to solve problems that are being studied here. For receiving some information about the symmetric multistep methods one can used the work [16]. For the sake of objectivity, noted that some of Gauss method can be taken as symmetric (see for example [35-39]).

Bernishteyn has investigated the Gauss and Chebishev methods and fined some symmetric methods. Noted that the symmetric methods are constructed for the case, when the amount of Gauss points are odd. In our case the value of the order for the finite-difference equation of (10) must be even, because the amount of the mesh-point equal to $k+1$. But these methods can be constructed in the case, when $-k$ is odd. In this case the amount of Gauss points will be even. For the simplicity let us consider compazision symmetric methods of type (2), which has investigated by Dahlquist. For example, let us to consider the case $k=1$. In this case one can be constructed, the following methods:

$$
y_{n+1}=y_{n}+h f_{n} ; \quad y_{n+1}=y_{n}+h f_{n+1} ; y_{n+1}=y_{n}+h\left(f_{n}+f_{n+1}\right) / 2
$$

By Dahlquist law receive that trapezoidal method is not symmetric, for which $k=1$ and $p_{\max }=2$. Definition of the symmetric methods given by Dahlquist can be presented as follows:

Definition 4. The stable multistep method with the maximum degree $p_{\text {max }}=k+2$ called as symmetric if the following take place:
$\alpha_{i}=-\alpha_{k-i} ; \quad \beta_{i}=\beta_{k-i} \quad(i=0,1, \ldots, k)$.
Let us noted that there are other definitions for symmetric methods given by the different authors. Among them, the best (in terms of application) is the definition given by Dahlquist. And now let us to consider the case $k=2$. As is known in this case the stable method with the maximum degree can be written as the follows:

$$
\begin{equation*}
y_{n+2}=y_{n}+h\left(f_{n}+4 f_{n+1}+f_{n+2}\right) / 3 \tag{23}
\end{equation*}
$$

This method called as the Simpson's method with the degree $p=4$. Noted that this method is symmetric according to Dahlquist's laws. It is obvious that this Simpsons method is symmetric in relation to point of $x_{n+1}$. Noted that methods Trapezoidal and Simpson have the maximum degree. And degree for these methods gets maximum value, namely $p_{\max }=2 k(k=1$ for and $k=2$ ). Some authors take the midpoint rool, as the expleast symmetric method which is stable and has the degree $p_{\max }=k$. As is known if method (2) is stable in the case $\beta_{k}=0$, then $p \leq k$ holds. Noted that there are methods, which scientists and specialists have taken as symmetrical. For example the following midpoint method:

$$
y_{n+2}=y_{n}+2 h f_{n+1}
$$

The coefficients of this method are satisfies of the Dahlquist law for the symmetrical methods. But the relation between of the order $k$ and the degree of $p$ suggested by Dahlquist is not satisfies. Noted that by using other Dahlquist result for the maximal value of the explicit methods, receive that the degree of method (24) has the maximum value $p_{\max }=k$, so that it is explicit. Thus receive that the method (24), also has the maximum degree. And the local trancation error of the method (24) has an expansion in odd power begins from 3 (three). Therefore, by using Richardson's extrapolitions or some similar method, one can increase the exactness of the values calculating by the named methods, considering the expantion of the local trancation error of the method (24). Noted that the coefficients of the method (24) satisfy the properties of Gauss quadrature methods. Thus have shown that the symmetric methods are more interesting that the others. And now let us consider the constraction of symmetrical methods and define some advantages of these methods. As is known, in solving some problems by using the numerical methods get some values, but to determine its reliability presents some difficulties. Some scientists for this propose to use the predictor-corrector methods, Richardson ekstrapolition, bilateral methods and others. For solving the named problem, here proposed to use symmetrical method, which can be defined as:

Definition 5. The multistep methods are called symmetrical if the exact values of the solution of considering problem to be located between of the values calculated by these methods.

To illustrate the benefits of symmetric methods, let us consider the following Euler's methods:

$$
y_{n+1}=y_{n}+h f\left(x_{n} y_{n}\right) ; \quad y_{n+1}=y_{n}+h f\left(x_{n+1} y_{n+1}\right)
$$

One of which is explicit and the other is implicit. As is known the local traction error for the Euler's method can be presented as follows:

$$
\begin{aligned}
& y\left(x_{n+1}\right)-y\left(x_{n}\right)-h f\left(x_{n}, y\left(x_{n}\right)\right)=\frac{h^{2}}{2!} y^{\prime \prime}\left(x_{n}\right)+O\left(h^{3}\right) \\
& y\left(x_{n+1}\right)-y\left(x_{n}\right)-h f\left(x_{n+1}, y\left(x_{n+1}\right)\right)=-\frac{h^{2}}{2!} y^{\prime \prime}\left(x_{n}\right)+O\left(h^{3}\right)
\end{aligned}
$$

It is not hard to define that the exact values of the solution at the mesh point $x_{n+1}$ will be located between of the values calculated by the Euler's methods. By using these properties of the Euler's methods one can be constructed more exact methods. For example, by using these methods one can construct the trapezoidal rule. As was noted above the midpoint rule has some advantages, that can be prezented as one step and also as the two step method as following:
$\hat{y}\left(x_{n+2}\right)=\hat{y}\left(x_{n}\right)+2 h f\left(x_{n+1}, \hat{y}\left(x_{n+1}\right)\right)+\frac{h^{3}}{3} \hat{y}^{I I I}\left(x_{n}\right)+\frac{h^{4}}{3} \hat{y}^{I V}\left(x_{n}\right)+O\left(h^{5}\right)^{.}$
This method is explicit, and its degree receive the maximum value $p_{\max }=2$. As was noted above, method of (23) satisfies the condition of symmetric method given by Dahlquist. And now to consider the following method:
$\bar{y}\left(x_{n+2}\right)=\bar{y}\left(x_{n}\right)+2 h\left(\bar{y}^{\prime}\left(x_{n+2}\right)+\bar{y}^{\prime}\left(x_{n+1}\right)+\bar{y}\left(x_{n}\right) / 3-\frac{h^{3}}{3} \bar{y}^{I I I}\left(x_{n}\right)-\frac{h^{4}}{3} \bar{y}^{I V}\left(x_{n}\right)+O\left(h^{5}\right)^{.}\right.$
Noted that the methods (25) and (26) has the degree $p=2$. But the method constructed by using the following linear combination of these methods $y(x)=(\hat{y}(x)+\bar{y}(x)) / 2$ will has the degree $p=4$. In the result of this operation receive the known Simpson's method having the following form.

$$
y_{n+2}=y_{n}+h\left(f\left(x_{n+2,} y_{n+2}\right)+4 f\left(x_{n+1,} y_{n+1}\right)+f\left(x_{n}, y_{n}\right)\right) / 3
$$

here has used the equality of $y^{\prime}(x)=f(x, y)$.
Let us noted that the methods by which have constructed Simpson's method were stable. But now let us consider construction methods with high accuracy by using predictor and corrector methods of the bilateral types.

For this aim let us consider to following predictor and corrector methods:
$\bar{y}\left(x_{n+2}\right)=\bar{y}\left(x_{n+1}\right)+h\left(3 f\left(x_{n+1}, \bar{y}_{n+1}\right)-f\left(x_{n} y_{n}\right)\right) / 2+\frac{5 h^{3}}{12} y^{I I I}\left(x_{n}\right)+O\left(h^{5}\right)$.
$\hat{y}\left(x_{n+2}\right)=\hat{y}\left(x_{n+1}\right)+h\left(f\left(x_{n+2}, \hat{y}_{n+2}\right)+f\left(x_{n+1} \hat{y}_{n+1}\right)\right) / 2-\frac{h^{3}}{12} y^{I I I}\left(x_{n+1}\right)+O\left(h^{5}\right)$.

It is not difficult to understand that if calculate the value $y_{n+2}$ by the linear combination $y_{n+2}=5 \hat{y}_{n+2}+\bar{y}_{n+2}$, then receive that the value $y_{n+2}$ more exact, than the values $\hat{y}_{n+2}$ and $\bar{y}_{n+2}$, so as the method for calculation of the value $y_{n+2}$, can be presented in
the following form:

$$
\begin{equation*}
y_{n+2}=y_{n+1}+h\left(5 f_{n+2}+8 f_{n+1}-f_{n}\right) / 12 \tag{29}
\end{equation*}
$$

which is stable and has the degree $p=3$.
Let us note that the local trancation error for the method (28) has written at the mesh point $x_{n+1}$, but for the method (27) the local trancation error has written at the mesh point $x_{n}$. Therefor method (29) constructed by using (27) and (28) has the degree $p=3$. It is known that in the case $k=2$, method with the maximum degree is the Simpson's method. Thus, have proven that by using the local trancation error, one can be conctructed more accurate methods. In this case arises the natural question about that by using above discriped way, how much can the accuracy of the method be increased? To determine this let us to consider the following prezentation of the local trancation error of multistep methods:

$$
C h^{p+1}+O\left(h^{p+s+2}\right)
$$

In the work [40] have proven that if the considering method is stable, then $p+s \leq 2[k / 2]+2$. But by using some schemes, one can increase the accuracy of the calculated values of the solution of the considering problem (see for example [40]). Noted that in this case the accuracy of the method is not increases. Increases only the accuracy of the calculating values of the solution considering problem. Thus, have proven that the using symmetrical or bilateral methods in solving applied problems is desirable. Let us note that the bilateral formula and the bilateral methods are different concepts. For example, let us to consider Euler's methods, which can present as following:

$$
\bar{y}\left(x_{n+1}\right)=\bar{y}\left(x_{n}\right)+h f\left(x_{n}, \bar{y}\left(x_{n}\right)+h^{2} \bar{y}^{\prime \prime}\left(x_{n}\right) / 2!+O\left(h^{3}\right)\right.
$$

$$
y\left(x_{n+1}\right)=y\left(x_{n}\right)+h f\left(x_{n+1}, y\left(x_{n+1}\right)-h^{2} y^{\prime \prime}\left(x_{n}\right) / 2!+O\left(h^{3}\right)\right.
$$

These formulas can be taken as bilateral formulas. For the bilateral methods the following should take place:

$$
\begin{gathered}
\bar{y}\left(x_{n+1}\right) \leq y\left(x_{n+1}\right) \leq y_{n+1} \text { or } \\
y_{n+1} \leq y\left(x_{n+1}\right) \leq \bar{y}_{n+1}
\end{gathered}
$$

It follows that the construction of bilateral methods requires a special approach (see [41]).

For illustration of the results receiving here, in the following section have applied some of methods constructed here to solve model problem.

## Numerical Results

Here, have considered to comparison of some multistep methods and for the define of advantages of these methods have used
the conception of stability and degree for the multistep methods of advanced and hybrid types. And also, have shown the advantages of the bilateral methods and also of the advantages of the symmetrical methods.

Let us consider to solving of the following example:

$$
\begin{equation*}
y^{\prime}=\lambda y, \quad y(0)=1, \quad 0 \leq x \leq 1 \tag{30}
\end{equation*}
$$

the exact solution for which can be presented by the function: $y(x)=\exp (\lambda x)$.

To solve the problem (30), here have used the methods (16) and (21). The receiving results by using these methods for the values $\lambda= \pm 1, \pm 5, \pm 10$ and for the $h=0.1 ; 0.2 ; 0.05$ have tabulated in the Table 1- Table 6.

Table 1: Results receiving by the method (16) for the $h=0.05$.

| $\mathbf{x}$ | For $\lambda=1$ | For $\lambda=-1$ | For $\lambda=5$ | For $\lambda=-5$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $7.4 \mathrm{E}-11$ | $7.0 \mathrm{E}-11$ | $2.5 \mathrm{E}-7$ | $1.9 \mathrm{E}-7$ |
| 0.3 | $4.1 \mathrm{E}-10$ | $3.1 \mathrm{E}-10$ | $2.2 \mathrm{E}-6$ | $6.4 \mathrm{E}-7$ |
| 0.5 | $9.3 \mathrm{E}-10$ | $5.6 \mathrm{E}-10$ | $1.0 \mathrm{E}-5$ | $8.2 \mathrm{E}-7$ |
| 0.8 | $1.6 \mathrm{E}-9$ | $7.6 \mathrm{E}-10$ | $3.7 \mathrm{E}-5$ | $8.8 \mathrm{E}-7$ |
| 1 | $2.4 \mathrm{E}-9$ | $9.1 \mathrm{E}-10$ | $1.3 \mathrm{E}-4$ | $8.9 \mathrm{E}-7$ |

Note*: By using the tabulated here results, receive that, the results, which have received for the values $\lambda=-1$ and $\lambda=-5$ can be taking as the better.

Noted that method (16) has degree $p=4$, but the method of (21) has the degree $p=8$. By considering this information about of these methods in solving of the example began to increase the value of $\lambda$. For the values $\lambda>0$ the solution of the example is increases, but for the values $\lambda<0$ the solution of this example if decreas-
es. Therefor in using of more exact method the step-size have increased, but for the method with low precision vice versa, the value of step-size has decreased. And now let us consider to application the method of (16) to solve example (30) and tabulated that in the following tables (Tables 1-6).

Table 2: Results receiving by the method (16) for the $\lambda= \pm 10$.

| $\mathbf{x}$ | For $h=0.05, \lambda=10$ | For $h=0.05, \lambda=-10$ | For $h=0.1, \lambda=10$ | For $h=0.01, \lambda=-10$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.05 | $9.3 \mathrm{E}-6$ | $5.6 \mathrm{E}-6$ | $3.8 \mathrm{E}-4$ | $1.4 \mathrm{E}-4$ |
| 0.25 | $1.6 \mathrm{E}-4$ | $1.3 \mathrm{E}-5$ | $4.2 \mathrm{E}-3$ | $2.1 \mathrm{E}-4$ |
| 0.5 | $2.1 \mathrm{E}-3$ | $1.4 \mathrm{E}-5$ | $3.3 \mathrm{E}-2$ | $2.2 \mathrm{E}-4$ |
| 0.75 | $2.5 \mathrm{E}-2$ | $1.4 \mathrm{E}-5$ | $2.4 \mathrm{E}-1$ | $2.2 \mathrm{E}-4$ |
| 1 | $3.1 \mathrm{E}-1$ | $1.4 \mathrm{E}-5$ | 4.9 E 0 | $2.2 \mathrm{E}-4$ |

Note*: It is not difficult by using above-described results that results receiving for $\lambda=-5$ and $\lambda=-10$ are better.
Table 3: Results receiving by the method (16) for the $h=0.1$.

| $\mathbf{x}$ | For $\lambda=1$ | For $\lambda=-1$ | For $\lambda=5$ | For $\lambda=-5$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.1 | $2.4 \mathrm{E}-9$ | $2.2 \mathrm{E}-9$ | $9.3 \mathrm{E}-6$ | $5.6 \mathrm{E}-6$ |
| 0.3 | $8.0 \mathrm{E}-9$ | $5.9 \mathrm{E}-9$ | $4.9 \mathrm{E}-5$ | $1.1 \mathrm{E}-5$ |
| 0.5 | $1.5 \mathrm{E}-8$ | $9.1 \mathrm{E}-9$ | $1.6 \mathrm{E}-4$ | $1.3 \mathrm{E}-5$ |
| 0.7 | $2.3 \mathrm{E}-8$ | $1.1 \mathrm{E}-8$ | $4.6 \mathrm{E}-4$ | $1.3 \mathrm{E}-5$ |
| 1 | $3.9 \mathrm{E}-8$ | $1.4 \mathrm{E}-8$ | $2.1 \mathrm{E}-3$ | $1.4 \mathrm{E}-5$ |

Note*: According to the results of table 3, receive that getting results on negative $\lambda$ is always the best.

Table 4: Results receiving by the method (21) for the $h=0.1$.

| $\mathbf{x}$ | For $\lambda=1$ | For $\lambda=-1$ | For $\lambda=5$ | For $\lambda=-5$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | $4.1 \mathrm{E}-16$ | $2.7 \mathrm{E}-16$ | $1.1 \mathrm{E}-9$ | $4.2 \mathrm{E}-10$ |
| 0.4 | $8.8 \mathrm{E}-16$ | $6.1 \mathrm{E}-16$ | $4.3 \mathrm{E}-9$ | $5.8 \mathrm{E}-10$ |
| 0.6 | $1.4 \mathrm{E}-15$ | $7.7 \mathrm{E}-16$ | $1.2 \mathrm{E}-8$ | $6.4 \mathrm{E}-10$ |
| 0.8 | $1.9 \mathrm{E}-15$ | $9.9 \mathrm{E}-16$ | $3.6 \mathrm{E}-8$ | $6.6 \mathrm{E}-10$ |
| 1.1 | $3.9 \mathrm{E}-15$ | $9.9 \mathrm{E}-16$ | $1.6 \mathrm{E}-7$ | $4.0 \mathrm{E}-10$ |

Table 5: Results receiving by the method (21) for the $h=0.2$.

| $\mathbf{x}$ | For $\lambda=1$ | For $\lambda=-1$ | For $\lambda=5$ | For $\lambda=-5$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.4 | $2.2 \mathrm{E}-13$ | $1.5 \mathrm{E}-13$ | $1.0 \mathrm{E}-6$ | $1.3 \mathrm{E}-7$ |
| 0.6 | $2.7 \mathrm{E}-13$ | $1.2 \mathrm{E}-13$ | $2.7 \mathrm{E}-6$ | $4.9 \mathrm{E}-8$ |
| 0.8 | $5.6 \mathrm{E}-13$ | $2.5 \mathrm{E}-13$ | $8.4 \mathrm{E}-6$ | $1.5 \mathrm{E}-7$ |
| 1.1 | $6.8 \mathrm{E}-13$ | $2.0 \mathrm{E}-13$ | $2.2 \mathrm{E}-5$ | $5.6 \mathrm{E}-8$ |
| 1.2 | $1.0 \mathrm{E}-12$ | $3.1 \mathrm{E}-13$ | $6.3 \mathrm{E}-5$ | $1.5 \mathrm{E}-7$ |

Table 6: Results receiving by the method (21) for the $\lambda= \pm 10$.

| $\mathbf{x}$ | For $h=0.1, \lambda=10$ | For $h=0.1, \lambda=-10$ | For $h=0.2, \lambda=10$ | For $h=0.2, \lambda=-10$ |
| :---: | :---: | :---: | :---: | :---: |
| 0.2 | $1.0 \mathrm{E}-6$ | $1.3 \mathrm{E}-7$ | $1.5 \mathrm{E}-3$ | $2.7 \mathrm{E}-5$ |
| 0.4 | $8.4 \mathrm{E}-6$ | $1.5 \mathrm{E}-7$ | $1.1 \mathrm{E}-2$ | $3.7 \mathrm{E}-6$ |
| 0.6 | $6.3 \mathrm{E}-5$ | $1.5 \mathrm{E}-7$ | $8.3 \mathrm{E}-2$ | $2.8 \mathrm{E}-5$ |
| 0.8 | $4.6 \mathrm{E}-4$ | $1.5 \mathrm{E}-7$ | $6.2 \mathrm{E}-1$ | $3.8 \mathrm{E}-6$ |
| 1.1 | $9.4 \mathrm{E}-3$ | $5.1 \mathrm{E}-8$ | 4.5 E 0 | $2.8 \mathrm{E}-5$ |

It is not difficult to define that from the results tabulated in Tables 4-6 it follows that results receiving on negative $\lambda$ are the best. Here have compared some results using an unconventional way. To increase the accuracy of the calculated values, wanted to use halfsum of these values. In some cases, get a better result, but in general did not get o good results. As is known, if use a symmetrical methods, then get the best results according to the specified scheme. For example for the Euler's methods, which can be represented in the following form:

$$
y\left(x_{n}+h\right)=y\left(x_{n}\right)+h y^{\prime}\left(x_{n}\right)+h^{2} y^{\prime \prime}\left(x_{n}\right) / 2!+0(h)^{3},
$$

$$
y\left(x_{n}+h\right)=y\left(x_{n}\right)+h y^{\prime}\left(x_{n}+h\right)-h^{2} y^{\prime \prime}\left(x_{n}\right) / 2!+0(h)^{3} .
$$

It can be easily shown that by the help of these symmetric methods it is possible constructed a bilateral methods. Noted that for this aim, here can be recommending the following hybrid methods:

$$
\begin{gathered}
y_{n+1}=y_{n}+h\left(f\left(x_{n+1}, y_{n+1}\right)+3 f\left(x_{n}+h / 3, y_{n+1 / 3}\right)\right) / 4 \\
y_{n+1}=y_{n}+h\left(f\left(x_{n}, y_{n}\right)+3 f\left(x_{n}+2 h / 3, y_{n+2 / 3}\right)\right) / 4
\end{gathered}
$$

These methods usually give the best results [42-51].

## Conclusion

Here, have described some of the results obtained in the field
of stability of Multistep Methods. And also, tried to give on objective correction in development of the on the conception of "stability" for multistep methods with constant coefficients. It is not hard to understand that to describe the development of the numerical methods intended to solve of the initial value problem for ODEs and by comparison the results receiving the maximum value of accuracy of some numerical stable methods to define their advantages and disadvantages is not easy. Noted that by the construction of the concrete stable hybrid methods with degree $p=8$ for $k=2$, prove existence of the stable hybrid methods of type (17) with the degree $p=2 k+2$. But by the construction of method (29) have shown the existence stable hybrid methods with the degree $p=3 k+3$ . There are many works devoted to the investigation of hybrid methods. Here have investigated the linear hybrid methods more general form, therefore, has considered to finding the coefficients of the investigated hybrid methods. To determine reliable values of the solution of the investigated problem, here offer to use the symmetric or bilateral methods. For this aim has described the construction of bilateral methods and to increase the accuracy of the values of the solution investigated problem, which has calculated by using bilateral symmetric methods. Noted that the construction of bilateral methods is needed to define the local trancaton error and determinate of the signs of the coefficients $\beta_{k}$ for implicit and $\beta_{k}, \beta_{k+1}, \ldots$ for the advanced (forward-jumping) methods (see for example [22]).
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