
531

About Some Applications Multistep Methods with 
Constant Coefficients to Investigation 

of Some Biological Problems

Copyright @ Ibrahimov V

This work is licensed under Creative Commons Attribution 4.0 License  AJBSR.MS.ID.002522

American Journal of
Biomedical Science & Research

www.biomedgrid.com

---------------------------------------------------------------------------------------------------------------------------------
ISSN: 2642-1747

Research Article

Ibrahimov V1,2* and Imanova M1,3

1Institute of Control Systems named after Academician A Huseynov, Azerbaijan
2Computational Mathematics; Baku State University, Azerbaijan
3Azerbaijan Science Foundation, Azerbaijan

*Corresponding author: Ibrahimov V, Institute of Control Systems named after Academician A. Huseynov, Azerbaijan and Computational 
Mathematics, Baku State University, Azerbaijan.

To Cite This Article: Ibrahimov V* and Imanova M . About Some Applications Multistep Methods with Constant Coefficients to Investigation of 

Some Biological Problems. Am J Biomed Sci & Res. 2023 18(6) AJBSR.MS.ID.002522, DOI: 10.34297/AJBSR.2023.18.002522

Received:  May 05, 2023;  Published:  May 16, 2023

Introduction
Noted that many problems from biology were fundamentally 

studied by Vito Volterra. Model for investigation of these problems 
compiled using ODEs, Volterra integral and Volterra integro-dif-
ferential equations. One of the popular methods for solving these 
tasks is multistep methods with constant coefficients. As is known, 
one of the basic conceptions in the investigation and application 
of Multistep Methods with the constant coefficients is its stability. 
The conception stability for Multistep Method has been defined in 

two forms. One of these definitions is given by using “ε  and δ ” 
language, which has wide applied in the convergence of numerical 
sequences. The second definition is related by using stable polyno-
mials and that by some authors has called as the “root condition”. 
In mostly the second definition has been used in the application of 
Multistep Methods to solve some problems, such as the initial - val-
ue problem for both differential and integra - differential equations 
of Volterra type. And that also has use in solving of the Volterra in-
tegral equations. Here by the comparison of these definition have 
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defined some advantages and disadvantages of them. And has given 
the way for application of the stable multistep methods to solve of 
the both Volterra integral and integra - differential equations. The 
conception of “stability” for the multistep methods with constant 
coefficients is related with the application of multistep methods to 
solve initial - value problem for ODE. Therefore, here also to con-
sider the investigation of the conception “stability”. Let us for this 
began from the following classical problem:

0 0 0' ( , ), ( ) , [ , ]y f x y y x y x x X= = ∈  (1)

Suppose that the function ( , )f x y  is continues to total-
ity of arguments and has defined in some cloused domain 

{ }0 ,D x x X y C= ≤ ≤ ≤ . And, it has continuously partial deriv-
atives to some integer p  in the same domain. It follows that the 
initial - value problem for ODE has the unique solution on the sub-
segment 0x X   , where X X≤ . Let us suppose that the problem (1) 
has the unique solution ( )y x , which is define on the segment [ ]0x X .

As is known the problem (1) has been investigated by many 
known scientists such as Newton, et al. Some of them have inves-
tigated the construction of numerical methods and their applica-
tion to solve problems (1) and have considered investigation of 
Symmetric methods. The first direct method for solving problem 
(1) was constructed by Euler. The Euler method was developed by 
Adams and Runge in the results of which appears the multistep and 
one step methods. By the generalization of these methods the spe-
cialists have constructed the class of one step and multistep meth-
ods (see for example [1-11]). As was noted above the conception of 
“stability” is related to the investigation of multistep methods. So as 
the linear part of one step methods satisfies the condition of stabil-
ity. Therefore, here as an object of research, were taking the multi-
step methods with constant coefficients, which can be presented as 
the following form:

0 0
, ( 0,1,..., )

k k

i n i i n i
i i

y h f n N kα β+ +
= =

= = −∑ ∑  (2)

Here my  is the approximately value of the solution ( )y x  of 
problem (1) at the point ( 0,1,..., )mx i N= . But corresponding 
exact value of the solution of the problem (1) usually is denoted 
by the ( ) (0 )my x m N≤ ≤ . The mesh point mx - is determined in 
the form 0 ( 0,1,..., )mx x mh m N= + = . From here receive that 

0X x Nh= + . And 0 h<  - is the step size, which is divided the seg-
ment [ ]0x X  to N  equal parts. The method (2) has been investigated 
by many authors (see for example [12-21]).

On the Classification of the Conseptions of 
Stability

Let us note that method (2) in [12] has investigated by the defi-
nition of “stability” using the “ε  and δ ” language. It is not difficult 
to understand that for the investigation of the convergence of the 
method (2), it is needed to find some concept for boundedness all 

the errors that are obtained when using this method. In the work 
[13] have define some condition for limitation of all the errors aris-
es in application of the method (2). For this let us to consider the 
following definition: 

Definition 1. For the limitation of the summarization of all the 
errors emerging in using of the method (2), the roots of the follow-
ing polynomial 1

1 1 0( ) ...k k
k kρ λ α λ α λ α λ α−

−= + + + +  must be in the 
unit circle on the boundary of which are not multiply roots. This 
conception in [14] and [15] has been taken as the definition of the 
stability for the multistep methods. In [15] Bakhvalov has investi-
gated the method of (2) for the case 0kβ =  and prove that if the 
method (2) is stable and has the degree of p , then there exist meth-
ods of type (2) having the degree p k≤  for 10k ≤ , but methods 
with degree 1p k= +  are unstable. The conception degree for the 
method (2) can be given as following form:

Definition 2. The integer variable p  is degree of the method 
(2), if the following is (see for example [15]) take place:

1

0
( (( ) '( )) ( ), 0

k
P

i i
i

y x ih h y x ih O h hα β +

=

+ − + = →∑  (3)

Method (2) fundamentally investigated by Dahlquist. The re-
sults obtained by him are use as the Dahlquits law or Dahlquist bar-
er (see for example [14-19]). One of the Dahlquist law can be given 
as the following form:

Theorem. If in the case 0kα ≠  and 0kβ = , the method (2) is sta-
ble and has the degree of p , then the following takes place: p k≤ .

There exist stable methods with the degree maxP k=  for all the 
0k > .

If 0kα ≠  and 0kβ ≠  and method of (2) is stable then 
Dahlquist’s barer can be written as: 2[ / 2] 2p k≤ + , there is a sta-
ble method with the degree max 2[ / 2] 2p k= +  for all the 0k > . As fol-
lows from above mentioned, Dahlquist receive more general results 
than the Bakhvalov and he prove that for all the values of k , there 
exists stable explicit methods with the degree maxP k= . Dahlquist 
also receives some condition imposed on the coefficients of the 
method (2) in the case when method (2) is convergence. These con-
ditions can be presented in the following form:

a) The coefficients , ( 0,1,..., )i i i kα β =  are the real numbers, 
moreover 0kα ≠ .

b) The characteristic polynomials

  

0 0
( ) , ( )

k k
i i

i i
i i

ρ λ α λ ϑ λ β λ
= =

≡ =∑ ∑
 have no common factor different from the constant.

c) 1p ≥  and (1) 0ϑ ≠  are takes place.
 

By considering the condition C, for the degree of stable meth-
ods of type (2) receive the following estimation: 1 p k≤ ≤  for ex-
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plicit and for others 1 2[ / 2] 2p k≤ ≤ + . If consider that for the ex-
plicit stable methods of type (2) the candition p k≤  is hold, then 
receive that the condition p k>  is hold for the implicit stable meth-
ods. As it follows from here, the implicit stable methods are more 
exact than the explicit methods. But in the application of implicit 
methods arise some diffucults. To demonostration this, let us con-
sider to following (under the assumption, 1êα = ):

1

,
0

( ) ( )
k

n k i n i i n i k n k n k
i

y y h f h f x yα β β
−

+ + + + +
=

= − + +∑ .

It is follows from here that for the finding the value n ky + , it is 
nessary to solve nonlinear equation. For this aim one can suggest 
using some iteration methods. As is known the simple iteration 
method can be prezented as:

1
( 1) ( )

,
0

( ) ( ), ( 0,1, 2...)
k

j j
n k i n i i n i k n k n k

i
y y h f h f x y jα β β

−
+
+ + + + +

=

= − + + =∑ .

If ( )j
n ky +  is known, then by using this method one can fined the 

value ( 1)j
n ky +
+

. For the calculation of ( )j
n ky +  can been used correspond-

ing explicit method in the result of which receive predictor-correc-
tor method. This method is fundamentally investigated in [19] and 
the convergence of the proposed methods are proved.

From this estimation receive that for solving some problems 
with the higher order of accuracy it is necessary to construct the 
stable methods with the degree 2[ / 2] 2p k> + . For this aim some 
authors proposed to use the following multistep second derivative 
methods (see for example [20-23]):

 
in

k

i
iin

k

i
iin

k

i
i yhyhy +

=
+

=
+

=

′′+′= ∑∑∑
0

2

00
γβα

 

(4)

This method in general form has investigated in [22], but in 
[21] has investigated the convergence of the general form of the 
method (4) by using “ε and δ” languech. Noted that by using values 
of the higher derivatives of functions involved in the Taylor expan-
son in the construction of numerical methods for solving problems 
(1) suggested by him Euler. 

By comparison method (2) and (4) receive that, these methods 
can be written as the following form respectively:

1
0 0

( ); ( ).
k k

i n i i n i
i i

y h y hα ϕ α ϕ+ +
= =

= =∑ ∑
Thus, receive that behavior of the solution of the non-homog-

enous equation directly dependence on the value of the coeffi-
cients ( 0,1,..., )i i kα = . It follows that the conception of “stabili-
ty” for methods (2) and (4) can be defined in the same way. As is 
known in application of the method (4) to solve the problem (1) 
are arise some difficulties related with the calculation of the values

' '"( ) ( , ) / ( , ) ( , ) 'x yy x df x y dx f x y f x y y= = + ⋅ . Therefor some authors 
for the construction of the stable methods with the high order of 

accuracy proposed to use the forward-jumping or advanced and 
hybrid methods. For the illustration of noted, let us to consider the 
following forward-jumping method (see for example [22]):

0 0
( 0)

k m k

i n i i n i
i i

y h f mα β
−

+ +
= =

= >∑ ∑ .   (5)

As is known, the advanced methods were constructed by Kowell. 
But advantages and disadvantages of this method in more general 
form investigated in [22] and constructed method to eliminate the 
main disadvantages of these methods. Note that these can be con-
sidered better, as in these methods are used information about of 
the required functions at the previous and at the next points. It is not 
dificulte to prove that the advanced methods can be prezented only 
as the implicit methods. In formally this method can been received 
from the method (2) in the case 1 1... 0, 0k k k m k mα α α α− − − −= = = = ≠ . But 
by the condition of A receive that 0kα ≠ . It is following that method 
(5) is the independent object for investigation. Noted that if method 
(5) is stable then exists methods with the degree 1p k m= + +  for the

3k m≥ . But if method (5) is instable, then 2p k m≤ −  is holds. Methods 
with the maximal degree 2p k m= −  is unique. But these properties 
for the method of (2) can been written as: 2p k≤  or max 2p k= . Noted 
that method with degree 2p k=  is single. 

If will be compare methods (2) and (5), then receive that the 
maximal value for the stable methods of type (2) dependents from 
the properties of k . But maximal value for the stable methods of 
type (4) independent from the properties of k . And now let us con-
sider comparison of the order of accuracy for the method (2) and 
(4). If method (4) is stable, then there exist the methods with the 
degree max 2 2p k= + . Thus, receive that the stable methods of type 
(2) and (4) with the maximal degree have different properties. Let 
us to consider the following forward-jumping method, this can re-
ceive from the method (4) as the partial case:

2

0 0 0
( 0)

k m k k

i n i i n i i n i
i i i

y h f h g mα β γ
−

+ + +
= = =

= + >∑ ∑ ∑ .  (4’)

As is known if this method is stable, then following is holds: 
2 1p k m≤ + +  for 2k j=  and 2 1 ( 3 )k m r m k− = − ≥ , but in other cases
2 2p k m≤ + +  (Figure 1).

Let us compares these results by using x y  plane. From here 
receive that the maximum value for the stable methods of type (4) 
and (5) do not depend from the property of k  and m , but to con-
trary the maximum value for receiving stable methods from the 
methods (2) and (4’) depends from the parity of k  and m . Thus, got 
that dependence the maximum value of the degree for stable meth-
ods receiving from the above-mentioned methods of the parity of k  
and m  are located symmetrically to starting point of the coordinate 
system. Noted that if in the method (4) to put 0 ( 0,1,..., )i i kγ = =
, then receive that the degree of stable methods satisfies the con-
dition 2[ / 2] 2p k≤ +  and there exists the stable methods with the 
degree 2[ / 2] 2p k= +  for all the value of k .
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Figure 1:

Thus receive that the relation between of the degree p  and 
order k  for the methods (2) and for the method (4) in the case 

0 ( 0,1,..., )i i kγ = =  are the same. But in the case 0 ( 0,1,..., )i i kβ = =  the 
conceptions of stability and the degree for the method (4) are de-
fine in others form. If the following is holds:

2 2

0
( ( ) ( )) ( ), 0

k
p

i i
i

y x ih h g x ih O h hα γ +

=

+ − + = →∑ .

Then the integer value p  is called as the degree for the method 
(4) in the case 0 ( 0,1,..., )i i kβ = = .

By taking into account the above-described properties of the 
methods of type (4), that has investigated in general form in the 
[22]. Thus, receive that the methods (2), (5) and method (4) in the 
case 0 ( 0,1,..., )i i kβ = =  are independent object for investigation. But 
there are some connections between of them. For this aim let us to 
difine direct relation between of the method (2) and the following:

2

0 0

k k

i n i i n i
i i

y h gα γ+ +
= =

=∑ ∑ .  (6)

By using the shift operator ( ) ( )E y x y x h= + , equality (6), can been 
written as following:

2( ) ( ) 0n nE y h E gρ γ− = ,  (7)

here polynomial ( )ρ λ  and ( )γ λ  define as

0 0
( ) ; ( )

k k
i i

i i
i i

ρ λ α λ γ λ γ λ
= =

= =∑ ∑ .

If in the equality of (7) to pass limit, for the h  tends to zero 
( 0h → ) then receive that (1) 0ρ = . This is a necessary condition 
for convergence of the method (6). But in future will show that 

'(1) 0ρ = . By using the condition (1) 0ρ =  the equality (7) can be writ-

ten as following:

2
1( )( 1) ( ) 0n nE E y h E gρ γ− − = .

here 1( ) ( ( ) (1)) /( 1).ρ λ ρ λ ρ λ= − −

Let us this equality to write in the following form:

1 1( )( ) / ( ) 0n n nE y y h h E gρ γ+ − − = .

If here to pass limit for the 0h → , then receive:

1(1) '( ) (1) ( ) 0y x h g xρ γ− = ,   (8)

here 0x x nh= +  fixed point.

In the equality of (8), let us use the definition. 

'( ) ( )y x z x= , then from here receive: 

1(1) ( ) (1) '( ) 0z x h z xρ γ− = ,  (9)

Here ( )1 1
(1) lim ( ) (1) /( 1)

λ
ρ ρ λ ρ λ

→
= − − .

If in the equality of (9) to pass limit for the 0h → , then receive: 
1(1) 0ρ = . 

It is clear that 1(1) '(1) 0ρ ρ= = .

Thus receive 1(1) '(1) 0ρ ρ= = , it is to say that 1λ =  is the double 
root for the polynomial ( )ρ λ . And this condition is necessary for 
convergence of the method (6). Those, receive that the conception 
of “stability” for the method of type (6) can been define as follow-
ing:

Definition. The method (6) is stable, if the roots of the polyno-
mial ( )ρ λ  Liye in the unit circle on the boundary of which there is 
not multiple roots, without double root 1λ = . If compare method 
(2) with the method (9), then receive that they are the same. It fol-
lows that the maximal value for the degree must be same for these 
methods. As is known the implicit methods are more accurate than 
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the others. But in the application, to solve the practical problems 
arises some difficulties which was related with the finding of the 
solution of nonlinear algebraic equations. As have noted above, 
for this aim one can use predictor-corrector methods which have 
been constructed specially for using implicit and forward - jumping 
methods (see [19]).

It follows noted that predictor-corrector methods are con-
structed for using the implicit and forward - jumping methods hav-
ing the different properties. Applications of the forward - jumping 
or advanced methods are more use information about the solution 
of the investigated problem at the previous and at the next mesh - 
points.

Thus, receive that the forward - jumping methods are used the 
more information about the solution of the investigated problem. 
Therefor the results received by using these methods can be taken 
as sufficiently available or these methods can be taken as efficient.

By the comparison of above-described methods receive that the 
maximal value for the degree of stable methods can been define by 
the equality max 2 2p k= + , which is satisfies for the degree of the 
method (4). For the construction stable methods with the degree 

2 2p k> +  some authors proposed to use the hybrid methods (see 
for example [23-34]), which in simple form can be written as:

( )
0 0

1; 0,1,...,
i

k k

i n i n i i
i i

y h f i kγα ν+ + +
= =

= < =∑ ∑ . (10)

It is known that methods with the fractional step size were al-
ways considered better than the others. For example, the following 
midpoint rool: 

1 1/ 2n n ny y h f+ += + ,

which is explicit and can be received from the method (10), 
as the partial case. Noted that this method has the degree 2p = . 
As is known from the method (2) for the 1k =  one can be receive 
explicit method with the degree max 1p =  and implicit method with 
the degree max 2p = . It is not difficult to prove that following stable 
method: 

1 2/3( 3 ) / 4n n n ny y h f f+ += + + ,

has the degree 3p =  and is also can be receive from the method 
(10) as partial case.

As was noted above the conception “stability” and “degree” for 
the method (10) will be defined by the above proposed way. Now 
let’s consider finding the coefficients of the method (10). 

About One Way to Determine the Values of The 
Coefficients of Multistep Method (10)

By the comparison of the methods (2), (3)-(6) receive that the 
more interesting methods are the stable methods with the high-
er degrees. And, have proven that in among of these methods the 
most accurate is the method (4), the maximal value of the degree, 
for which is equal to max 2 2p k= + . As is known, in the application of 

these methods to solving nonlinear problems arises some difficul-
ties. By considering this, some specialists proposed to use hybrid 
methods. Therefore, let us investigate the method (10). For this aim 
one can use the method of undermined coefficients. For the con-
struction methods of type (10) to consider the following Teylor se-
ries:

2
( ) 1( ) ( )( ) ( ) '( ) "( ) ... ( ) ( )

2! !

p
p pih ihy x ih y x ihy x y x y x O h

p
++ = + + + + + ,

2 1
( )( ) ( )'( ) '( ) "( ) "'( ) ... ( ) ( )

2! ( 1)!

p
p pi i

i i
l h l hy x l h y x l hy x y x y x O h

p

−

+ = + + + + +
−

,

Here õ  fixed point and denote as 0õ x nh= +  and 
( 0,1, 2,..., )i il i v i k= + = .

By using this expansion in the equality of (10) receive the fol-
lowing:

2
2

0 0

1
( ) 1

( ( ) '( )) ( ( ) ( ) '( ) "( )
2!

... ( )) ( ), ( 0,1, 2,..., ) .
! ( 1)!

k k

i i i i i i i i i
i i

p p
p p p

i i i i

iy x ih h y x l h y x h i y x h l y x

i ih y x O h l i v i k
p p

α β α α β α β

α β

= =

−
+

 
+ − + = + − + − 

 
 

+ + − + = + = − 

∑ ∑
(11)

For the finding the maximal value of the degree of the method 
(10), let us suppous that method (10) has a degree of p . In this case 
receive the following:

1

0 0
( ) '( ) ( ), 0

k k
p

i i i
i i

y x ih h y x v h O h hα β +

= =

+ − + = →∑ ∑ .  (12)

For the finding some relation between of the integer values p 
and k in the equality of (11) consider the equality of (12). In this 
case for the holding the equality of (12) receive that the following 
must be hold:

 
2

2

0 0 0

1
( )

0

( ) ( ) '( ) "( )
2!

... ( ) 0.
! ( 1)!

k k k

i i i i i i
i i i

ppk
p pi

i

iy x h i y x h l y x

llh y x
p p

α α β α β
= = =

−

=

 
+ − + − + 

 
 

+ − = − 

∑ ∑ ∑

∑

 
(13)

It is known that the system 21, , ,..., px x x  or ( ), '( ),..., ( )py x y x y x  
for the ( ) 0 ( 0,1,2,..., )jy x j p≠ =  are independent. Therefor from 
the equality of (13) receive that for the holding the equality (12), 
satisfying following condition the coefficients , , ( 0,1,..., )i i il i kα β =  is 
necessary and sufficient:

12

0 0 0 0
0; ( ) 0; 0...; 0

2! ! ( 1)!

p pk k k k
i i

i i i i i i i
i i i i

i lii l
p p
αα α β α β β

−

= = = =

  
= − = − = − =   −   

∑ ∑ ∑ ∑
. 
(14)

These prove that to, the method (10) to have the degree of p , 
satisfying its coefficients the system of algebraic equation of (14) is 
necessary and sufficient. This system is a nonlinear algebraic equa-
tion. As is known to find the exact solution of nonlinear system of 
algebraic equation is available, but not always. Therefore, in basi-
cally the scientists for solving of the system (14) are used approx-
imate methods. For example, the case 1k = . In this case from the 
system (14) receive the following:

0 1 1 1/( 1), 0,1, 2,3m m
ol l m mβ β+ = + = .   (15)
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It is not difficult to prove that the solution of the nonlinear sys-
tem of (15) is unique. And the method of type (10), which is corre-
sponding to this unique solution can be written as following:

1 1/ 2 1/ 2( ) / 2,n n n ny y h f fα α+ + − + += + +  3 / 6α = . (16)

This method stable and has the degree 4p = . Noted that in 
the case 2k = , there is stable method of type (10) with the degree 

6p = . And now let us define the maximal value for the degree of 
the method (10). It is evident that in the nonlinear system of (14) 
the amount of the equation equals to 1p + , but the amount of the 
unknowns equals to 3 3k + . It follows that for the 3 2p k≤ + , system 
(14) may have a solution. But the stable method does not corre-
spond to all the solutions of the system (14). If the polynomial ( )ρ λ  
has the following form

1 21( ) ( ... 1) 0k k k

k
ρ λ λ λ λ λ− −= − + + + + =  or ( ) 1kρ λ λ= −  then the 

roots of the ( )ρ λ  satisfies the condition: 1 1, 1, (2 )j j kλ λ= < ≤ ≤  or 

1, (1 )j i kλ = ≤ ≤ .

For this polynomial the condition 1 1 0... 0k kα α α α−+ + + + =  is 
hold. Therefor in this case receive that in the system of (14) will 
be 2 2k +  unknowns and p-equations. From here it follows that the 
system for the condition 2 2p k≤ +  can has any solution. One can 
be constructing the stable methods of type (10) with the degree 

2 2p k= +  for the value 3k ≥ . Noted that method (10) is seems 
to classical Gauss method. From here receive that method (10) is 
more general than the Gauss method. It is follows from here that 
by choosing the coefficients one can be constructed methods with 
the degree 2 2p k≤ + . But for the sake of objectivity remark that in 
application of hybrid methods to solve some problems arises dif-
ficulties related with the computing of the values in i vy + +  for all the 

(0,1,..., )iv k . For correction of this disadvantages of hybrid meth-
ods, here have proposed to use the predictor-corrector methods.

For construction more exact numerical methods, let us con-
sider the construction methods with the new properties on the in-
tersection of the methods (2) and (10). For this let us to consider 
the following multistep methods, which has received by using the 
methods (2) and (10):

( )
0 0 0

, 1; 0,1, 2,...,
i

k k k

i n i i n i i n i v i
i i i

y h f h f v i kα β γ+ + + +
= = =

= + < =∑ ∑ ∑ . (17)

These methods can be written more general form as following: 

0 0 0
i

s m k

i n i i n i i n i v
i i i

y h f h fα β γ+ + + +
= = =

= +∑ ∑ ∑ . (18)

It is evident that in the case s m k= =  methods (17) and (18) 
are one and the same. In the case max( , )s m k<  the method (11) 
will be forward-jumping method, but in the case max( , )s m k>  from 
the (18) receive the explicit methods. For simplicity, here to inves-
tigate the method (17). It is not difficult to prove that for the deter-
mine the coefficients , , , ( 0,1,..., )i i i iv i kα β γ =  can been received 
the nonlinear system, which is like nonlinear system (14) of alge-
braic equations. For the construction the concret methods of type 

(17), let us to consider following system of algebraic equations:

11

0 0 0
0; ( ); 0; ; 1, 2,..., .

! ( 1)! ( 1)!

ss sk k k
i

i i i i i i i i i
i i i

li ii l i v s p
s s s

α α β γ α β γ
−−

= = =

 
= − − − − = = + = − − 

∑ ∑ ∑
 
(19)

From the nonlinear system of (19) it follows the nonlinear sys-
tem of (14), as the partial case. Therefore, here to consider the in-
vestigation nonlinear system (19). In this system the amount of the 
equations equal 1p + , but the amount of the unknowns is equal to 
4 4k + . In the case 4 2p k≤ +  the system can have the solution. Not-
ed that in the case 0 ( 0,1,2,..., )i i kγ = =  or 0 ( 0,1,2,..., )i i kν = =
, from the method of (17) it follows the method (2), and in this 
case from the system (19) receive the linear system of algebraic 
equation, which has a unique solution for the value max 2p k= . But 
by constructing a method of a certain accuracy, will be shown the 
exactness stable methods of type (19) with the degree 3 3p k≤ + . 
As is known in usually for solving of the system (19) are used some 
mathematical programs, for example Mathcad-2015. In the result 
of which one can be received the solution of system (19) in the case 

4 2p k≤ + . 

The results obtained by the application of these methods in 
solving of some model problems usually are not available. One can 
be constructed some problem in solving of which the methods with 
degree 0p =  gives some available results. But it is not following 
from here, that this method can be applied to solving of the problem 
(1). As was noted above in solving the system of algebraic equation 
by using the Mathcad program receive solution with the some er-
rors. Therefor these methods must be verified by the known model 
problems. And here by considering above described have recom-
mended to use the stable methods of type (17), with the degree 

3 3p k≤ + . 

For example let us to consider the following methods:

1 1 1 1( ) /12 5 ( ) /12, 5 /10n n n n n ny y h f f h f fα α α+ + + − + += + + + + =  , (20)

2 2 1 1 1(9 64 9 ) / 90 49 ( ) / 90, 21/ 7n n n n n n ny y h f f f h f fβ β β+ + + + + + −= + + + + + = . (21)

The method (20) is stable and has the degree 6p = , which re-
ceive from the method (17) in the case 1ê = , but the stable method 
(21) received from the method (10) for the 2ê =  and has the de-
gree 8p = . In this case one can be constructed stable method with 
the degree 9p = , but that will not be satisfies Gauss node point 
condition. Methods (20) and (21) can be taken as symmetric, so 
as the points and coefficients of these methods satisfies the Gauss 
conditions. 

By comparison of above proposed methods, receive that meth-
od of (17) is more accurate than the others, but application that to 
solve some problems it is arises some difficulties related with the 
finding the value n ky + , which is also participated under the function 
of ( , )f x y . The second difficulties in application of the method (17) 
related with the computing of the values of the function ( )y x  at hy-
brid points. For example, in the application of the method (16) it is 
arises the necessary to calculation the values of 1/ 2ny α+ ± . For using 
these methods, here have recommended to construct the predictor 
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- corrector methods. But for the finding the values 1/ 2ny α+ ±  one can 
be proposed some methods specially constructed for computing of 
the value 1/ 2ny α+ ± . But in sometimes the hybrid pointes by users 
can be choose as the rational number. In this case methods will not 
be more exact, but that can be applied to solving of the some prob-
lems in simple form. For the illustration of this result, let us to con-
sider the following methods:

1 1 2 1/ 2 3/ 2(29 24 ) /180 (62 2 ) / 90n n n n n n ny y h fy f f h f f+ + + + += + + − + + . (22)

This method belongs to the class of forword-jumring or ad-
vanced methods. And the order for which equal two ( 2k = ), but the 
value of degree for method (22) equal to five ( 5p = ). As was not-
ed above in the case 2k = , one can be constructed stable methods 
with the degree 5 9p< ≤ . But in this case it is necessary to calcu-
late the values of the solution of investigated problem at the irratio-
nal points. Noted that in using of method (22) are not arises above 
mentioned difficulties. In the case 0iγ =  or 0 ( 0,1,2,..., )iv i k= =  
also are not arise the necessary calculation the values of the func-
tion at the hybrid points (usually hybrid points are given by using 
the irrational numbers). Thus, receive that using rational points in 
the construction of the numeral methods can be taking as desirable. 

Some Advantages of Symmetric Methods
There is such an idea that all Galaxies in the Universe are lo-

cated symmetrically in relation to each other. The same ideas hold 
for the planets as well as other celestial bodies. It is no coincidence 
that in applied sciences highly appreciate the work devoted to the 
study of symmetric problems. Considering the above described, 
here also decided to investigate the construction and application of 
some symmetric methods to solve problems that are being studied 
here. For receiving some information about the symmetric multi-
step methods one can used the work [16]. For the sake of objectivi-
ty, noted that some of Gauss method can be taken as symmetric (see 
for example [35-39]).

Bernishteyn has investigated the Gauss and Chebishev meth-
ods and fined some symmetric methods. Noted that the symmetric 
methods are constructed for the case, when the amount of Gauss 
points are odd. In our case the value of the order for the finite-dif-
ference equation of (10) must be even, because the amount of the 
mesh-point equal to 1k + . But these methods can be constructed 
in the case, when - k  is odd. In this case the amount of Gauss points 
will be even. For the simplicity let us consider compazision sym-
metric methods of type (2), which has investigated by Dahlquist. 
For example, let us to consider the case 1k = . In this case one can 
be constructed, the following methods:

1 1 1 1 1; ; ( ) / 2n n n n n n n n n ny y hf y y hf y y h f f+ + + + += + = + = + +
.

By Dahlquist law receive that trapezoidal method is not sym-
metric, for which 1k =  and max 2p = . Definition of the symmetric 
methods given by Dahlquist can be presented as follows:

Definition 4. The stable multistep method with the maximum 
degree max 2p k= +  called as symmetric if the following take place: 

; ( 0,1,..., )i k i i k i i kα α β β− −= − = = .

Let us noted that there are other definitions for symmetric 
methods given by the different authors. Among them, the best (in 
terms of application) is the definition given by Dahlquist. And now 
let us to consider the case 2k = . As is known in this case the stable 
method with the maximum degree can be written as the follows:

2 1 2( 4 ) / 3 .n n n n ny y h f f f+ + += + + +   (23)

This method called as the Simpson’s method with the de-
gree 4p = . Noted that this method is symmetric according to 
Dahlquist’s laws. It is obvious that this Simpsons method is sym-
metric in relation to point of 1nx + . Noted that methods Trapezoi-
dal and Simpson have the maximum degree. And degree for these 
methods gets maximum value, namely 

max 2p k=  ( 1k =  for and 
2k = ). Some authors take the midpoint rool, as the expleast sym-

metric method which is stable and has the degree maxp k= . As is 
known if method (2) is stable in the case 0kβ = , then p k≤  holds. 
Noted that there are methods, which scientists and specialists have 
taken as symmetrical. For example the following midpoint method:

 

2 12n n ny y hf+ += + . (24)

The coefficients of this method are satisfies of the Dahlquist law 
for the symmetrical methods. But the relation between of the order 
k  and the degree of p  suggested by Dahlquist is not satisfies. Not-
ed that by using other Dahlquist result for the maximal value of the 
explicit methods, receive that the degree of method (24) has the 
maximum value maxp k= , so that it is explicit. Thus receive that the 
method (24), also has the maximum degree. And the local tranca-
tion error of the method (24) has an expansion in odd power begins 
from 3 (three). Therefore, by using Richardson’s extrapolitions or 
some similar method, one can increase the exactness of the values 
calculating by the named methods, considering the expantion of 
the local trancation error of the method (24). Noted that the coef-
ficients of the method (24) satisfy the properties of Gauss quadra-
ture methods. Thus have shown that the symmetric methods are 
more interesting that the others. And now let us consider the con-
straction of symmetrical methods and define some advantages of 
these methods. As is known, in solving some problems by using the 
numerical methods get some values, but to determine its reliability 
presents some difficulties. Some scientists for this propose to use 
the predictor-corrector methods, Richardson ekstrapolition, bilat-
eral methods and others. For solving the named problem, here pro-
posed to use symmetrical method, which can be defined as:

Definition 5. The multistep methods are called symmetrical if 
the exact values of the solution of considering problem to be locat-
ed between of the values calculated by these methods.

To illustrate the benefits of symmetric methods, let us consider 
the following Euler’s methods: 
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1 1 1 1( ); ( )n n n n n n n ny y hf x y y y hf x y+ + + += + = +
.

One of which is explicit and the other is implicit. As is known 
the local traction error for the Euler’s method can be presented as 
follows:

 2
3

1

2
3

1 1 1

( ) ( ) ( , ( )) "( ) ( ),
2!

( ) ( ) ( , ( )) "( ) ( ).
2!

n n n n n

n n n n n

hy x y x hf x y x y x O h

hy x y x hf x y x y x O h

+

+ + +

− − = +

− − = − +

It is not hard to define that the exact values of the solution at the 
mesh point 1nx +  will be located between of the values calculated by 
the Euler’s methods. By using these properties of the Euler’s meth-
ods one can be constructed more exact methods. For example, by 
using these methods one can construct the trapezoidal rule. As was 
noted above the midpoint rule has some advantages, that can be 
prezented as one step and also as the two step method as following:

3 4
5

2 1 1ˆ ˆ ˆ ˆ ˆ( ) ( ) 2 ( , ( )) ( ) ( ) ( )
3 3

III IV
n n n n n n

h hy x y x hf x y x y x y x O h+ + += + + + + .  (25)

This method is explicit, and its degree receive the maximum 
value max 2p = . As was noted above, method of (23) satisfies the 
condition of symmetric method given by Dahlquist. And now to 
consider the following method:

3 4
5

2 2 1 )( ) ( ) 2 ( '( ) '( ) ( ) / 3 ( ) ( ) ( )
3 3

III IV
n n n n n n n

h hy x y x h y x y x y x y x y x O h+ + += + + + − − +
. (26)

Noted that the methods (25) and (26) has the degree 2p = . 
But the method constructed by using the following linear combina-
tion of these methods ˆ( ) ( ( ) ( )) / 2y x y x y x= +  will has the degree 

4p = . In the result of this operation receive the known Simpson’s 
method having the following form.

2 2, 2 1, 1( ( ) 4 ( ) ( , )) / 3n n n n n n n ny y h f x y f x y f x y+ + + + += + + + ,

here has used the equality of '( ) ( , )y x f x y= .

Let us noted that the methods by which have constructed Simp-
son’s method were stable. But now let us consider construction 
methods with high accuracy by using predictor and corrector meth-
ods of the bilateral types.

For this aim let us consider to following predictor and corrector 
methods:

3
5

2 1 1 1
5( ) ( ) (3 ( , ) ( )) / 2 ( ) ( )
12

III
n n n n n n n

hy x y x h f x y f x y y x O h+ + + += + − + + .  (27)

3
5

2 1 2 2 1 1 1ˆ ˆ ˆ ˆ( ) ( ) ( ( , ) ( )) / 2 ( ) ( )
12

III
n n n n n n n

hy x y x h f x y f x y y x O h+ + + + + + += + + − +
.  (28)

It is not difficult to understand that if calculate the value 2ny +  
by the linear combination 2 2 2ˆ5n n ny y y+ + += + , then receive that 
the value 2ny +  more exact, than the values 2ˆny +  and 2ny + , so as 
the method for calculation of the value 2ny + , can be presented in 

the following form:

 

2 1 2 1(5 8 ) /12n n n n ny y h f f f+ + + += + + − ,    (29)

which is stable and has the degree 3p = . 

Let us note that the local trancation error for the method (28) 
has written at the mesh point 1nx + , but for the method (27) the 
local trancation error has written at the mesh point nx . Therefor 
method (29) constructed by using (27) and (28) has the degree 

3p = . It is known that in the case 2k = , method with the maxi-
mum degree is the Simpson’s method. Thus, have proven that by 
using the local trancation error, one can be conctructed more accu-
rate methods. In this case arises the natural question about that by 
using above discriped way, how much can the accuracy of the meth-
od be increased? To determine this let us to consider the following 
prezentation of the local trancation error of multistep methods: 

1 2( )p p sCh O h+ + ++ .

In the work [40] have proven that if the considering method is 
stable, then 2[ / 2] 2p s k+ ≤ + . But by using some schemes, one 
can increase the accuracy of the calculated values of the solution 
of the considering problem (see for example [40]). Noted that in 
this case the accuracy of the method is not increases. Increases only 
the accuracy of the calculating values of the solution considering 
problem. Thus, have proven that the using symmetrical or bilateral 
methods in solving applied problems is desirable. Let us note that 
the bilateral formula and the bilateral methods are different con-
cepts. For example, let us to consider Euler’s methods, which can 
present as following: 

2 3
1( ) ( ) ( , ( ) "( ) / 2! ( )n n n n ny x y x h f x y x h y x O h+ = + + + ,

2 3
1 1 1( ) ( ) ( , ( ) "( ) / 2! ( )n n n n ny x y x h f x y x h y x O h+ + += + − +

These formulas can be taken as bilateral formulas. For the bilat-
eral methods the following should take place:

 
1 1 1( ) ( )n n ny x y x y+ + +≤ ≤  or

 
1 1 1( )n n ny y x y+ + +≤ ≤

It follows that the construction of bilateral methods requires a 
special approach (see [41]).

For illustration of the results receiving here, in the following 
section have applied some of methods constructed here to solve 
model problem.

Numerical Results
Here, have considered to comparison of some multistep meth-

ods and for the define of advantages of these methods have used 



American Journal of Biomedical Science & Research

Am J Biomed Sci & Res                                     Copyright@ Ibrahimov V

539

the conception of stability and degree for the multistep methods of 
advanced and hybrid types. And also, have shown the advantages of 
the bilateral methods and also of the advantages of the symmetrical 
methods.

Let us consider to solving of the following example: 

' , (0) 1, 0 1y y y xλ= = ≤ ≤ ,  (30)

the exact solution for which can be presented by the function: 
( ) exp( )y x xλ= . 

To solve the problem (30), here have used the methods (16) 
and (21). The receiving results by using these methods for the val-
ues 1, 5, 10λ = ± ± ±  and for the 0.1; 0.2; 0.05h =  have tabulat-
ed in the Table 1- Table 6. 

Table 1: Results receiving by the method (16) for the  0.05h = .

x For  1λ = For  1λ = − For 5λ = For  5λ = −

0.1 7.4 E-11 7.0 E-11 2.5 E-7 1.9 E-7

0.3 4.1 E-10 3.1 E-10 2.2 E-6 6.4 E-7

0.5 9.3 E-10 5.6 E-10 1.0 E-5 8.2 E-7

0.8 1.6 E-9 7.6 E-10 3.7 E-5 8.8 E-7

1 2.4 E-9 9.1 E-10 1.3 E-4 8.9 E-7

Note*: By using the tabulated here results, receive that, the results, which have received for the values 1λ = −   and 5λ = −   can be taking 
as the better.

Noted that method (16) has degree 4,p =  but the method of 
(21) has the degree 8p = . By considering this information about of 
these methods in solving of the example began to increase the value 
of λ . For the values 0λ >  the solution of the example is increas-
es, but for the values 0λ <  the solution of this example if decreas-

es. Therefor in using of more exact method the step-size have in-
creased, but for the method with low precision vice versa, the value 
of step-size has decreased. And now let us consider to application 
the method of (16) to solve example (30) and tabulated that in the 
following tables (Tables 1-6).

Table 2: Results receiving by the method (16) for the 10λ = ±  .

x For 0.05h = , 10λ = For 0.05h = , 10λ = − For 0.1h = , 10λ = For 0.01h = , 10λ = −
0.05 9.3 E-6 5.6 E-6 3.8 E-4 1.4 E-4

0.25 1.6 E-4 1.3 E-5 4.2 E-3 2.1 E-4

0.5 2.1 E-3 1.4 E-5 3.3 E-2 2.2 E-4

0.75 2.5 E-2 1.4 E-5 2.4 E-1 2.2 E-4

1 3.1 E-1 1.4 E-5 4.9 E 0 2.2 E-4

Note*: It is not difficult by using above-described results that results receiving for  5λ = −  and  10λ = −  are better.

Table 3: Results receiving by the method (16) for the 0.1h =  .

x For  1λ = For 1λ = − For 5λ = For 5λ = −

0.1 2.4 E-9 2.2 E-9 9.3 E-6 5.6 E-6

0.3 8.0 E-9 5.9 E-9 4.9 E-5 1.1 E-5

0.5 1.5 E-8 9.1 E-9 1.6 E-4 1.3 E-5

0.7 2.3 E-8 1.1 E-8 4.6 E-4 1.3 E-5

1 3.9 E-8 1.4 E-8 2.1 E-3 1.4 E-5

Note*: According to the results of table 3, receive that getting results on negative λ   is always the best.
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Table 4: Results receiving by the method (21) for the 0.1h =  .

x For  1λ = For 1λ = − For 5λ = For 5λ = −

0.2 4.1 E-16 2.7 E-16 1.1 E-9 4.2 E-10

0.4 8.8 E-16 6.1 E-16 4.3 E-9 5.8 E-10

0.6 1.4 E-15 7.7 E-16 1.2 E-8 6.4 E-10

0.8 1.9 E-15 9.9 E-16 3.6 E-8 6.6 E-10

1.1 3.9 E-15 9.9 E-16 1.6 E-7 4.0 E-10

Table 5: Results receiving by the method (21) for the  0.2h = .

x For  1λ = For 1λ = − For 5λ = For 5λ = −

0.4 2.2 E-13 1.5 E-13 1.0 E-6 1.3 E-7

0.6 2.7 E-13 1.2 E-13 2.7 E-6 4.9 E-8

0.8 5.6 E-13 2.5 E-13 8.4 E-6 1.5 E-7

1.1  6.8 E-13 2.0 E-13 2.2 E-5 5.6 E-8

1.2 1.0 E-12 3.1 E-13 6.3 E-5 1.5 E-7

Table 6: Results receiving by the method (21) for the  10λ = ± .

x For  0.1h = , 10λ = For  0.1h = , 10λ = − For  0.2h = , 10λ = For 0.2h =  , 10λ = −
0.2 1.0 E-6 1.3 E-7 1.5 E-3 2.7 E-5

0.4 8.4 E-6 1.5 E-7 1.1 E-2 3.7 E-6

0.6 6.3 E-5 1.5 E-7 8.3 E-2 2.8 E-5

0.8 4.6 E-4 1.5 E-7 6.2 E-1 3.8 E-6

1.1 9.4 E-3 5.1 E-8 4.5 E 0 2.8 E-5

It is not difficult to define that from the results tabulated in Ta-
bles 4-6 it follows that results receiving on negative λ  are the best. 
Here have compared some results using an unconventional way. To 
increase the accuracy of the calculated values, wanted to use half-
sum of these values. In some cases, get a better result, but in general 
did not get o good results. As is known, if use a symmetrical meth-
ods, then get the best results according to the specified scheme. For 
example for the Euler’s methods, which can be represented in the 
following form: 

2 3( ) ( ) '( ) "( ) / 2! 0( )n n n ny x h y x hy x h y x h+ = + + + ,

2 3( ) ( ) '( ) "( ) / 2! 0( )n n n ny x h y x hy x h h y x h+ = + + − + .

It can be easily shown that by the help of these symmetric meth-
ods it is possible constructed a bilateral methods. Noted that for 
this aim, here can be recommending the following hybrid methods: 

 

1 1 1 1/3( ( , ) 3 ( / 3, )) / 4n n n n n ny y h f x y f x h y+ + + += + + + ,

1 2/3( ( , ) 3 ( 2 / 3, )) / 4n n n n n ny y h f x y f x h y+ += + + + .

These methods usually give the best results [42-51].

Conclusion
Here, have described some of the results obtained in the field 

of stability of Multistep Methods. And also, tried to give on objec-
tive correction in development of the on the conception of “stabili-
ty” for multistep methods with constant coefficients. It is not hard 
to understand that to describe the development of the numerical 
methods intended to solve of the initial value problem for ODEs and 
by comparison the results receiving the maximum value of accu-
racy of some numerical stable methods to define their advantages 
and disadvantages is not easy. Noted that by the construction of the 
concrete stable hybrid methods with degree 8p =  for 2k = , prove 
existence of the stable hybrid methods of type (17) with the degree 

2 2p k= + . But by the construction of method (29) have shown 
the existence stable hybrid methods with the degree 3 3p k= +
. There are many works devoted to the investigation of hybrid 
methods. Here have investigated the linear hybrid methods more 
general form, therefore, has considered to finding the coefficients 
of the investigated hybrid methods. To determine reliable values 
of the solution of the investigated problem, here offer to use the 
symmetric or bilateral methods. For this aim has described the con-
struction of bilateral methods and to increase the accuracy of the 
values of the solution investigated problem, which has calculated 
by using bilateral symmetric methods. Noted that the construction 
of bilateral methods is needed to define the local trancaton error 
and determinate of the signs of the coefficients kβ  for implicit and 

1, ,...k kβ β +  for the advanced (forward-jumping) methods (see for 
example [22]).
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