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Abstract

We study the problem of heat-induced flight action when a subject is exposed to a millimeter wave beam. There are three key
parameters in the model: the nociceptor activation temperature, the subjective threshold for flight initiation, and the human
reaction time. We explore mathematical formulations for inferring the three parameters from data measured in exposure tests
using the method of limit. We find that the simultaneous inference of the three parameters depends on the experimental design in
the sequence of exposure tests. When the beam power density and beam radius of exposure tests span a rectangular region along
its two diagonal directions, the three parameters are robustly estimated. Future experiments should consider this pattern of beam
power density and beam radius when designing exposure tests. In the case of fluctuating subjective threshold, the medians of three
parameters are still reliably estimated when the relative uncertainty in subjective threshold is small or moderate.

Keywords: Heat-induced flight, Activation temperature of thermal nociceptors, Subjective threshold for initiating flight, Human
reaction time, Method of limits

Introduction

In cognitive neuroscience one of the main focuses is to under-
stand the underlying mechanism that causes changes in behav-
ior and neural responses through experimental investigation.
There are two commonly adopted methods that can help us
start psychophysical experiments: the method of limits [1-3]
and the method of constant stimuli [1,3,4]. These two methods
can be applied to study the response of a human subject ex-
posed to a millimeter wave heating. During millimeter wave ex-
posure, the electromagnetic energy is absorbed by the skin and
thereby increases the skin temperature. Once the local temper-
ature of the skin reaches the activation temperature, thermal

nociceptors in the skin are activated to transduce an electrical
signal. The strength of the total electrical signal is proportional
to the number of activated nociceptors. When the pain signal
transmitted from nociceptors to the brain is strong enough, the
brain issues an instruction signal, directing the muscles to exe-
cute a flight action. A flight action here refers to escaping from
the electromagnetic beam and/or switching off the beam power.
When a test subject is exposed to a time invariant millimeter
wave beam, the total amount of activated nociceptors and the
electrical signal transduced by the activated nociceptors both
rise with the exposure duration. There is a subjective thresh-
old on the exposure duration for the pain signal to reach the
subjective tolerance for inducing the flight action. Due to the
bio-variability (both the lateral and longitudinal), this subjec-
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tive threshold is a random variable, fluctuating from one sub-
ject to another and fluctuating from one test to another on the
same subject. We view the flight action as initiated when the
electrical signal transduced at the exposed skin spot by ther-
mal nociceptors is sufficient for triggering the flight instruction
upon propagating to the brain. It takes time for the pain signal
to travel from the exposed skin spot to the brain, for the brain
to process the pain signal and to issue a flight instruction, and
for the muscles to receive the flight instruction and carry out
the flight action. As a result, the time of observed flight action
is delayed from the time-of-flight initiation. This time delay is
the human reaction time.

In our recent work [5] we extracted the median subjec-
tive threshold on exposure duration and the human reaction
time from data measured in exposure tests designed using the
Method of Constant Stimuli (MoCS) where the exposure dura-
tion is prescribed in each test. The data collected in a sequence
of tests include prescribed exposure durations, observed binary
outcomes regarding the occurrence of flight action, and times of
observed flight action (if flight occurs). In each test of MoCS,
flight action may or may not occur depending on whether the
prescribed exposure duration is above or below the sample sub-
jective threshold in that test. In a sequence of exposure tests,
the prescription of exposure duration for the next test is up-
dated adaptively based on the prescriptions and outcomes in
the tests already completed, using a Bayesian framework. The
goal is to probe the system near the median subjective thresh-
old where the human response is most uncertain (about 50%
each way). We modeled the random subjective threshold as a
Weibull distribution and carried out the inference in two steps.
In step 1, we infer the median subjective threshold from the ob-
served binary outcomes, which are independent of the human
reaction time. In step 2, we combine the result from step 1 and
the times of observed flight action in an inference framework to
estimate the deterministic human reaction time. The inference
method developed is robust with respect to the discrepancy be-
tween the inference model assumed and the actual model of the
data. Although the inference method is formulated assuming
the Weibull distribution, it yields correct results on the data
generated using other distributions for the random subjective
threshold. In this paper, we work with data measured in ex-
posure tests designed using the Method of Limits (MoL) where
the beam power is kept on and steady until the flight action
is observed in each test. The data set contains a sequence of
data elements, each corresponding to an individual test. Each
data element consists of beam specifications used (beam radius
and beam power density), the time series of measured skin sur-
face temperatures (recorded by an IR camera), and the time
of observed flight action in an individual test. Previously, we
developed a method for reconstructing the skin internal tem-
perature distribution from a time series of surface temperatures
[6]. The reconstruction of internal temperature distribution is
parameter free. Thus, although the internal temperature distri-
bution is not directly measured in exposure tests, we can regard
it as part of the data for inference.

The data of reconstructed skin internal temperatures al-
low us to examine the process of nociceptor activation and the
flight initiation. In this process, there are three key param-
eters: the activation temperature of thermal nociceptors, the
subjective threshold on activated volume for initiating flight
and the human reaction time. In this study, we explore the
inference of these three key parameters from data in tests of

MoL. In each test of MoL, upon the start of beam power, the
skin temperature increases monotonically. Thermal nociceptors
are activated when the local temperature reaches the activation
temperature (which we regard as unknown). Under the assump-
tion that nociceptors are uniformly distributed in skin, the total
electrical signal transduced by the nociceptors is proportional
to the activated volume where the temperature is above the ac-
tivation temperature. We use the activated volume to measure
the pain signal. There is a subjective threshold on the activated
volume.

When this threshold is exceeded, the total electrical signal
transduced is sufficient for inducing flight action. We regard
this time instance as the flight initiation time. The time of ob-
served flight action is delayed from the flight initiation time by
the human reaction time. In a test of MoL, flight action always
occurs. The time of observed flight action is influenced by 0)
the skin internal temperature distribution, i) the nociceptor ac-
tivation temperature, ii) the subjective threshold on activated
volume for initiating flight, iii) the human reaction time. Item
0) is part of the data we work with; items i)-iii) are the target
of our inference analysis. In this study, we focus on the case
where both the nociceptor activation temperature and the hu-
man reaction are deterministic while the subject threshold on
activated volume is allowed to be a random variable, for which
we aim at estimating the median. The objective of this study is
to develop a mathematical framework for extracting the three
key parameters i)-iii) listed above, from data of beam specifi-
cations, skin internal temperature distributions, and times of
observed flight action measured in tests of MoL. The mathe-
matical framework includes both the inference component and
the experimental design component for optimizing the infer-
ence. We explore the advantage of having a set of exposure
tests spanning a significant range both in the beam radius and
in the beam power density used in tests.

Model Of Flight Action in The Method of
Limits

Coordinate System and Temperature Distribution

We establish the coordinate system as follows. The skin surface
exposed to the millimeter wave is selected as the xy plane with
the 2D coordinates denoted by vector r = (x, y); the depth into
the skin is selected as the z-direction. A point in the skin tissue
is completely described by its 3D coordinates (r, z).

Let T (r, z, t) be the skin temperature at position (r, z) at
time t, which increases monotonically with t upon the start
of beam power. We use the notation

{
T (r, z, t)

}
to rep-

resent the skin internal temperature distribution. In expo-
sure experiments, the skin surface temperature distribution,{
T (r, z = 0, t)

}
, is recorded with an IR camera at a sequence

of discrete time instances. In a previous study [6], we devel-
oped a method for reconstructing the skin internal temperature
distribution from a time series of measured skin surface tem-
peratures. The reconstruction method is based solely on the
measured surface temperatures; it does not require any param-
eter values of skin material properties. The reconstruction of
skin internal temperature distribution is carried out individu-
ally for each exposure test. For this reason, we treat the skin
internal temperature distribution as measurable even though it
is not directly measured in exposure tests.
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Flight Initiation and Flight Actuation as Determined by the
Skin Temperature Distribution

Upon the start of beam power, the absorbed electromagnetic
energy increases the skin temperature, activates the thermal
nociceptors, and produces a heat sensation on the exposed sub-
ject. Eventually, when the heat sensation exceeds a threshold,
the exposed subject escapes from the beam (we shall call this
the flight action) [7,8]. Let Tact be the activation tempera-
ture of thermal nociceptors. We adopt the model used in [9]
that the initiation of flight is governed by the number of ac-
tivated nociceptors relative to a subjective threshold. Under
the assumption that the thermal nociceptors are uniformly dis-
tributed in skin tissue, the number of activated nociceptors at
time t is directly proportional to the activated volume Vact(t),
the volume of the 3D region in which the skin temperature at
time t is above the activation temperature.

Vact

(
t, Tact, {T}

)
≡ Volume

{
(r, z)

∣∣∣T (r, z, t) ≥ Tact

} (1)

Given the temperature distribution
{
T (r, z, t)

}
, the acti-

vated volume {Vact(t)} is determined by the activation temper-
ature Tact. In exposure tests using the method of limits, the
beam power is kept on and steady. The skin temperature and
the activated volume increase monotonically with t until the
beam power is turned off at the time of flight actuation.

The time of flight initiation is governed by {Vact(t)} relative
to a subjective threshold vc on Vact. Let tc be the time at which
the activated volume reaches the subjective threshold vc.

At time tc, the electrical signal transduced by thermal no-
ciceptors at the exposed skin spot is strong enough such that
after propagating to the brain, it triggers the brain to issue a
flight instruction signal to muscles, which eventually actuates
the flight action. The process of flight actuation beyond time tc
is irreversible. Even if the beam power is turned off right at tc,
the electrical signal already generated by time tc will still lead
to flight action. Thus, we view tc as the time of flight initiation.
Mathematically, the flight initiation time tc is governed by

Vact

(
tc, Tact, {T}

)
=vc −→ tc

(
Tact, vc, {T}

)
(2)

Given the temperature distribution
{
T (r, z, t)

}
, the flight

initiation time tc is determined by the activation temperature
Tact and the subjective volume threshold vc.

The flight action occurs at time tF, later than the flight
initiation time tc. The time delay, tR ≡ tF − tc, is the hu-
man reaction time. We summarize the quantities and functions
introduced above.

• r = (x, y): lateral coordinates on the skin surface.

• z: depth into the skin tissue; (r, z) is the 3D coordinates
of a point in the skin.

• t: time (t = 0 is set as the time when the beam power is
turned on).

• T (r, z, t): skin temperature at position (r, z) at time t.

• {T} ≡
{
T (r, z, t)

}
: skin internal temperature distribution.

• Tact: activation temperature of thermal nociceptors.

• Vact(t) ≡ Vact

(
t, Tact, {T}

)
: activated volume of skin tissue

at time t.

• vc: subjective threshold on activated volume for initiating
flight.

• tc: flight initiation time governed by Vact

(
t, Tact, {T}

)
=

vc; given temperature distribution {T}, tc is influenced by
parameters Tact and vc.

• tR: human reaction time.

• tF = tc + tR: time of observed flight action; given temper-
ature distribution {T}, tF is influenced by Tact, vc and tR,
the three model parameters we want to infer.

Data from exposure tests and inference objectives

In each exposure test, the time of observed flight action tF
is recorded while the skin internal temperature distribution{
T (r, z, t)

}
is indirectly measured, i.e., constructed from a time

series of skin surface temperature distributions recorded with
an IR camera.

None of Tact, vc, tR, Vact(t) or tc is directly measurable. We
explore the possibility of inferring from measured data the three
key parameters: Tact, vc and tR. In this study, we allow vc, the
subjective volume threshold, to be a random variable, fluctuat-
ing from one subject to another and fluctuating from one test
to another on the same subject; we assume Tact and tR are de-
terministic unknowns. Our goal is to infer Tact, median(vc) and
tR from data (Figure 1).

In exposure tests using the method of limits, the data set
measured in a sequence of N tests, after post processing, has
the form

D =
{(

(tF)j , {T (r, z, t)}j ,(P (i)
d )j , (AHM)j

)
,

j = 1, 2, . . . , N
} (3)

where (P
(i)
d )j is the beam center power density of the inci-

dent beam used in test j, and (AHM)j is the half-maximum area
of the beam cross-section. Figure 1 illustrates the process from
the start of beam power to the observed flight action in an expo-
sure test, based on the model described above. In the process,
none of (Tact, Vact(t), vc, tc, tR) is measurable in real experi-
ments. Only tF and {T (r, z, t)} are measurable and included in

data format (3). As we will see, the values of ((P
(i)
d )j , (AHM)j)

are not directly used in the inference of (Tact, vc, tR). However,
a robust inference depends on data from a diversified sequence
of exposure tests that spans a significant range in the 2D do-
main of

(
{(P (i)

d )j}, {(AHM)j}
)
. In particular, if all exposure

tests in the sequence use the same beam power density and the
same beam spot area, it is impossible to infer more than one
parameter.
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Figure 1: An exposure test using the method of limits. Measurable and non-measurable quantities in the experimental process of
inducing flight action.

Model of Experimental Data on Skin
Temperature Distribution and Data
Generation

Skin Temperature Evolution When Exposed to a Beam

We consider the situation where the skin area of a test subject
is exposed to a beam of millimeter wave [10-12]. We adopt a
model of skin temperature evolution like that in our previous
studies [13-15]. The model is based on the assumptions below.

1. The skin surface exposed to the millimeter wave is flat (the
xy plane).

2. The beam ray is along the z-direction, perpendicular to
the skin surface.

3. In the xy plane, the beam power density has an axisym-
metric Gaussian distribution.

P (r) = P
(i)
d G(

r

rb
), G(r) ≡ exp

(
−2|r|2

)
(4)

where rb is the Gaussian beam radius [16]. Here the as-
sumption of axisymmetry is only for simplicity in analysis.
The scaling relation between the beam spot area and the
activated volume remains the same for all types of beam
power distributions.

4. The skin’s material properties are uniform in (z, r).

5. The length scale in the lateral directions rb is much larger
than the penetration depth of millimeter wave into the skin
(less than 0.5 mm) [17]. In the leading order approxima-
tion, the temperature evolution is dominated by the the
conduction along the z-direction and the effect of lateral
heat conduction is neglected.

6. In exposure tests, the beam power density is selected high
enough to ensure that flight action occurs in a short time
[7,8]. During this short time period, the cooling effects
of blood circulation and heat loss at the skin surface are
neglected.

7. Before the start of beam power, the skin’s initial temper-
ature is uniform in (z, r), which is called the skin baseline
temperature and is denoted by Tbase.

Let t = 0 be the beam start time. The temperature distri-

bution T (r, z, t) is governed by
ρmCp

∂T

∂t
= k

∂2T

∂z2
+ αP (r)µ exp(−µz)

∂T

∂z

∣∣∣∣
z=0

= 0 , T
∣∣∣
t=0

= Tbase

(5)

Where,

• ρm is the mass density of the skin,

• Cp is the specific heat capacity of the skin,

• k is the heat conductivity of the skin,

• µ is the absorption coefficient of the skin for the beam
frequency used,

• P (r) is the Gaussian distribution of beam power density in
(4), and

• α is the fraction of incident beam power absorbed into the
skin.

Since the lateral heat conduction is neglected, (5) does not
involve any derivative with respect to lateral coordinate r. The
dependence on r is only in the heat source term via P (r) ≡
P

(i)
d G(r/rb). This allows us to write the solution of (5) as

T (r, z, t) = Tbase + (αP
(i)
d )G(r/rb)u(z, t) (6)

where u(z, t) is the temperature increase per unit of ab-
sorbed beam power density and is governed by


ρmCp

∂u

∂t
= k

∂2u

∂z2
+ µ exp(−µz)

∂u

∂z

∣∣∣∣
z=0

= 0 , u
∣∣∣
t=0

= 0

(7)

The activated volume at time t is

Vact(t) = Volume
{
(r, z)

∣∣∣T (r, z, t) ≥ Tact

}
= Volume

{
(r, z)

∣∣∣ (αP (i)
d )G(r/rb)u(z, t) ≥ (Tact − Tbase)

}
(8)
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Nondimensionalization

The activated volume given in (8) is affected by many parame-
ters:

• the absorbed beam power density (αP
(i)
d ),

• rb in Gaussian distribution G(r/rb),

• (ρm, Cp, k, µ) in the temperature increase per unit of ab-
sorbed beam power density u(z, t),

• (Tbase −Tact) on the right hand side of the inequality. The
initiation of flight is determined by the activated volume
relative to the subjective threshold vc. In total, there are 9
physical quantities affecting the initiation of flight, namely.

(αP
(i)
d , rb), (ρm, Cp, k, µ), (Tbase, Tact), vc (9)

To reveal the roles and interactions of these physical quan-
tities in initiating flight action, and to simplify the mathemati-
cal formulation, we carry out non-dimensionalization. For each
physical quantity, we introduce a scale for its physical dimen-
sion and write out the corresponding non-dimensional quantity.

• Temperature scale is the difference between a characteristic
activation temperature T

(0)
act and the baseline temperature

Tbase. The true Tact may deviate from T
(0)
act .

∆Ts =
(
T

(0)
act − Tbase

)
, Tnd =

T − Tbase

∆Ts

T
(0)
act,nd =

T
(0)
act − Tbase

∆Ts
= 1 ,

Tact,nd =
Tact − Tbase

∆Ts
̸= 1 (possibly)

• Length scale in the depth direction is provided by, 1/µ, the
characteristic penetration depth of millimeter wave into the
skin.

zs =
1

µ
, znd =

z

zs

• Length scale in the lateral directions is obtained from a
characteristic volume threshold v

(0)
c . The true volume

threshold vc may deviate from v
(0)
c .

rs =

√
v
(0)
c

πzs
=

√
µv

(0)
c

π
, rnd =

r

rs

Geometrically, rs is the radius of the cylinder with volume
v
(0)
c and height zs.

• Volume scale is provided by the combination r2s zs.

vs = r2s zs =
v
(0)
c

π
, Vnd =

V

vs

v
(0)
c,nd =

v
(0)
c

vs
= π , vc,nd =

vc
vs

̸= π (possibly)

• Time scale is derived from skin material properties.

ts =
ρmCp

kµ2
, tnd =

t

ts

• Power density scale is derived from vs, (ρmCp), ∆Ts, rs,
and ts.

Ps =
vs(ρmCp)∆Ts

r2s ts
= kµ∆Ts , Pnd =

P

Ps

• Scale for u ≡ (T − Tbase)/(αP ), temperature per power
density, is

us =
∆Ts

Ps
=

1

kµ
, und =

u

us

• Energy scale is built based on Ps, ts, and rs.

Es = Ps r
2
s ts =

v
(0)
c

π
(ρmCp)∆Ts , End =

E

Es

We need to point out that in the non-dimensionalization
above, we used a characteristic activation temperature T

(0)
act and

a characteristic volume threshold v
(0)
c . The actual values of

(Tact, vc) may deviate from (T
(0)
act , v

(0)
c ).

For simplicity, we shall drop the subscript nd in all non-
dimensional quantities. Instead, the original physical quanti-
ties will be distinguished with subscript phy, when necessary

for clarity. For example, P
(i)
d refers to the non-dimensional

beam center power density while P
(i)
d,phy is the physical beam

center power density before non-dimensionalization. With this
notation, the non-dimensional versions of baseline temperature,
characteristic activation temperature and characteristic volume
threshold are

Tbase = 0 , T
(0)
act = 1 , v(0)c = π (10)

The non-dimensional version of true (Tact, vc) may deviate

from (T
(0)
act , v

(0)
c ).

Tact =
Tact,phy − Tbase,phy

T
(0)
act,phy − Tbase,phy

, vc = π
vc,phy

v
(0)
c,phy

(11)

After nondimensionalization, (7), the evolution equation of
the temperature increase per beam power density u(z, t) be-
comes


∂u

∂t
=

∂2u

∂z2
+ exp(−z)

∂u

∂z

∣∣∣∣
z=0

= 0 , u
∣∣∣
t=0

= 0

(12)

Equation (12) is parameter free. Its solution has a closed-
form expression [18].

u(z, t)=

{
−e−z−z erfc z

2
√
t
+ 2

√
t√
π
e

−z2

4t + et−z

2
erfc 2t−z

2
√
t
+ et+z

2
erfc 2t+z

2
√
t
, t > 0

0, t ≤ 0

(13)

where erfc(u) is the complementary error function defined
as

erfc(u) ≡ 2√
π

∫ +∞

u

e−s2ds (14)
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The absorption fraction α and the beam center power den-
sity P

(i)
d appear only in the combination (αP

(i)
d ). For concise-

ness, we rename the combination as Pd ≡ (αP
(i)
d ). It follows

from (6) that the non-dimensional temperature distribution is
completely described by parameters (Pd, rb) and has the ex-
pression.

T
(
r, z, t;Pd, rb

)
= PdG(r/rb)u(z, t) (15)

where the non-dimensional version of (Pd, rb) is

rb = rb,phy

√
π

µ v
(0)
c,phy

, αP
(i)
d =

αP
(i)
d,phy

kµ
(
T

(0)
act,phy − Tbase,phy

)
(16)

The corresponding non-dimensional activated volume at
time t is

Vact(t;Tact, Pd, rb) = Volume
{
(r, z)

∣∣∣PdG(r/rb)u(z, t) ≥ Tact

}
(17)

A change of variables rnew = rold/rb separates out the de-
pendence on rb.

Vact(t;Tact, Pd, rb) = r2b Vact(t;Tact/Pd) (18)

where Vact(t;Tact/Pd) ≡ Volume
{
(r, z)

∣∣∣G(r)u(z, t) ≥ Tact/Pd

}
Scaling relation (18) greatly simplifies the calculation of

Vact(t) for various values of (Tact, Pd, rb).

The temperature per unit power density u(z, t) in (13) in-
creases monotonically with t.

∂u(z, t)

∂t
=

et−z

2
erfc

2t− z

2
√
t
+
et+z

2
erfc

2t+ z

2
√
t

> 0 , t > 0 (19)

It follows that the activated volume Vact(t) increases mono-
tonically with t. Flight is irreversibly initiated at tc when Vact(t)
reaches the subjective threshold vc. The flight initiation time tc
is related to parameters (Tact, vc, Pd, rb) in the equation below

Vact

(
tc;Tact, Pd, rb

)
= vc (20)

Upon being initiated at time tc, flight is eventually materi-
alized and observed at time tF = tc + tR > tc where tR is the
human reaction time.

In summary, from the start of beam power to the time
of observed flight action, the non-dimensional process has
only 5 parameters: (Tact, vc, tR, Pd, rb), in which (Pd, rb) are
the beam specifications that we select in experimental design;
(Tact, vc, tR) are the unknown parameters we try to infer from
data of

(
tF, {T}

)
.

Model of the randomness in subjective threshold vc

Of the three key model parameters (Tact, vc, tR), in this study,
we assume the activation temperature Tact and the human re-
action time tR are deterministic while allowing the subjective
threshold vc to be a random variable. The objective of our infer-
ence is to estimate the deterministic quantities (Tact, v

(m)
c , tR)

where v
(m)
c ≡ median(vc). In our numerical simulations, we test

inference performance on data sets generated respectively from
a Weibull distribution or from a log-normal distribution for vc.

• Weibull distribution for vc

vc = v(m)
c Z , Z ∼ Weibull(λ, k) , λ =

1

(ln 2)1/k

(21)

The scale parameter λ is related to the shape parameter k
as given above to make median(Z) = 1. Random variable
Z has only one parameter k, which governs the distribution
width. The relative standard deviation of vc is

std(vc)

median(vc)
= std(Z) =

√
Γ(1 + 2/k)− Γ(1 + 1/k)2

(ln 2)1/k

• Log-normal distribution for vc

vc = v(m)
c Z , Z ∼ Log-normal(0, σ2) (22)

Random variable Z satisfies median(Z) = 1 and has only
one parameter σ, which governs the distribution width.
The relative standard deviation of vc is

std(vc)

median(vc)
= std(Z) = eσ

2/2
√

eσ2 − 1

Generating Artificial Data Based on the Model

The non-dimensionalization in the previous subsection is based
on (T

(0)
act , v

(0)
c ), a characteristic activation temperature and a

characteristic volume threshold. This approach simplifies the
formulation and at the same time allows us to consider the true
activation temperature and the true volume threshold (Tact, vc)
as unknown parameters in the system. We will generate data
and carry out inference analysis in this non-dimensional system.
At the end, we will show that the inference methods developed
are invariant under scaling. Thus, the inference methods devel-
oped are directly applicable to real experimental data.

We generate artificial data sets of the format described in
(3). The incident beam power density P

(i)
d is directly propor-

tional to the absorbed beam power density Pd. The half maxi-
mum area of beam spot AHM is proportional to r2b, the square
of beam radius.

P
(i)
d =

1

α
Pd , AHM =

ln 2

2
πr2b

For simplicity we adopt the format in (23) for artificial data
sets.

D =
{(

(tF)j , {T (r, z, t)}j , (Pd)j , (rb)j
)
, j = 1, 2, . . . , N

}
(23)
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This change in data format does not affect the inference. We
use the values of {(Pd)j , (rb)j} only to indicate the diversity of
exposure tests in beam power density and in beam spot size.

The values of {(Pd)j , (rb)j} do not actually enter into the
inference computation.

We use the parameters below in our data generation.

Tact = 1, v(m)
c = π, tR = 1, σ = variable (24)

An artificial data set consists of data elements from a se-
quence of exposure tests, each data element containing the re-
sults of an individual test. These tests are divided into groups
accordingly to their values of (Pd, rb). We follow the steps be-
low to generate the data element for each individual test.

i) For each test, select (Pd, rb) according to the experimental
design.

ii) With (Pd, rb), build the temperature distribution
{T (r, z, t)} in (15), which corresponds to the skin internal
temperature distribution reconstructed from the time
series of skin surface temperatures measured in a real test.

iii) With {T (r, z, t)} and Tact, calculate the activated volume
{Vact(t)} in (18).

iv) Draw a random sample of vc according to distribution
(21,22).

v) With {Vact(t)} and vc, solve for the flight initiation time
tc in (20).

vi) With tc and tR, calculate the flight actuation time tF =
tc + tR.

vii) The data element for the test is
(
tF, {T (r, z, t)}, Pd, rb

)
.

For each test in the data generation, a sample of vc is drawn
from distribution (21,22). The sample is used to calculate tc,
which leads to tF. While tF is recorded in data, neither vc nor
tc is included in data because neither is measurable in exper-
iments. To emulate the situation of real exposure tests, the
artificial data include only the measurable quantities.

Mathematical Formulation and
Experimental Design for Inference

We explore mathematical formulations for inferring
(Tact, vc, tR) from a given data set. Since not all data sets
contain the necessary information for determining (Tact, vc, tR),
we also examine the experimental design behind the data col-
lection/generation to optimize the inference performance. In
this section, for simplicity, we work with data sets generated
using deterministic vc (i.e., vc = v

(m)
c in (21) and (22)).

Our general strategy is to analyze the ensemble behavior of
the activated volume. In each individual tests, we calculate the
activated volume using trial parameter values. Then we study
the ensemble behavior of activated volume over all exposure
tests. This ensemble behavior is the key in revealing infor-
mation about our inference target (Tact, vc, tR), and is highly
influenced by the diversity of the exposure tests in (Pd, rb).
Specifically, we focus on the predicted activated volume at the

predicted time of flight initiation because this quantity is in-
variant over all exposure tests when the trial parameter values
used in predicting the activated volume coincide with the true
parameter values.

Given the skin temperature distribution in data, the acti-
vated volume as a function of t is readily calculated when a
trial value of the activation temperature Tact is supplied (Fig-
ure 2). The time of flight initiation is predicted from the time
of observed flight action in data and a trial value of the hu-
man reaction time tR (Figure 2). Combining the two steps, we
predict the activated volume at flight initiation for each pair of
trial values of (Tact, tR).

In each individual exposure test, the predicted activated
volume at flight initiation is a function of (T

(trial)
act , t

(trial)
R ). From

a data set containing a sequence of tests, we obtain a collection
of such functions, one for each test.

Activated volume at flight initiation Vc calculated from data
using trial values of (Tact, tR)

Let Vc denote the activated volume at the time of flight initia-
tion,

Vc ≡ Vact(tc) (25)

Given the skin temperature distribution in data (23), the
calculation of Vc in (25) depends on the activation temperature
Tact and the time of flight initiation tc = tF − tR where tF is
the time of observed flight action given in data. Thus, given
the data of an individual test, the calculation of Vc in (25) is
completely specified by the trial values of (Tact, tR). Figure 2
illustrates the 3 steps in calculating Vc from data.

i) Given a trial value of activation temperature T
(trial)
act ,

the temperature distribution {T (r, z, t)} in data produces

{Vact(t;T
(trial)
act )}.

ii) Given a trial value of the human reaction time t
(trial)
R , the

time of observed flight actuation tF in data gives tc = tF −
t
(trial)
R .

iii) Combining {Vact(t)} and tc, we obtain Vc(T
(trial)
act , t

(trial)
R ) ≡

Vact(tc;T
(trial)
act ).

For conciseness, we drop the superscript (trial) and denote
the trial values simply by (Tact, tR). Data set (23) contains
a sequence of N exposure tests. From the data of test j, we
calculate the two-variable function Vc,j(Tact, tR), the activated
volume at flight initiation predicted using trial values (Tact, tR).
The calculated function Vc,j(Tact, tR) is specific to test j and is
affected by the beam parameters (rb, Pd) used in test j. For
data set (23), we have a family of N calculated Vc,j(Tact, tR).

{Vc,j(Tact, tR) , j = 1, 2, . . . , N} (26)

Note that the true volume threshold vc is the true activated
volume at the true time of flight initiation, all of which are
unknown. The calculation of Vc,j(Tact, tR) does not require vc.
The unknown vc and the family of calculated functions (26) are
related by

Vc,j(T
(true)
act , t

(true)
R ) = vc , j = 1, 2, . . . , N (27)
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Figure 2: The activated volume at flight initiation, calculated from data
(
{T (r, z, t)}, tF

)
, as a function of trial parameters

(T
(trial)
act , t

(trial)
R ).

At each point in the 2D space of (Tact, tR), (26) gives a set
of N calculated values of Vc,j . We study the normalized sample
standard deviation of the set, SV , defined below.

std
{
Vc,j

}
≡ std

{
Vc,j(Tact, tR), j = 1, 2, . . . , N

}
mean

{
Vc,j

}
≡ mean

{
Vc,j(Tact, tR), j = 1, 2, . . . , N

}
d ≡ max

(
0, δ −mean

{
Vc,j

})
SV (Tact, tR) ≡

std
{
Vc,j

}
+ d

mean
{
Vc,j

}
+ d2

(28)

where δ is a tiny number much smaller than the true volume
threshold vc (e.g., δ = 10−40). At true values (T

(true)
act , t

(true)
R ),

(27) gives

std
{
Vc,j

}
= 0 , mean

{
Vc,j

}
= vc > δ , d = 0

SV (T
(true)
act , t

(true)
R ) =

0 + 0

vc + 0
= 0 (29)

Since SV (Tact, tR) ≥ 0 everywhere, we estimate

(T
(true)
act , t

(true)
R ) by minimizing SV .

(T
(est)
act , t

(est)
R ) = argmin

(Tact,tR)

SV (Tact, tR) (30)

Once (T
(est)
act , t

(est)
R ) is obtained, we estimate v

(m)
c ≡

median(vc) as

v(m,est)
c = median

{
Vc,j(T

(est)
act , t

(est)
R )

}
(31)

(Eq 28), (Eq 30) and (Eq 31) provide the mathematical

foundation for inferring (T
(true)
act , t

(true)
R , v

(m)
c ).

The definition of SV in (28) is selected for two purposes:

1. we normalize the std to measure the relative changes in Vc

instead of the absolute changes;

2. we use a tiny number δ to mitigate the singularity when
mean{Vc,j} = 0.

This singularity occurs when the trial value of Tact is too
high. At a high activation temperature, no nociceptor is
activated and the predicted activated volume is zero for all

tests in the data set. As a result, we have mean{Vc,j} = 0,
std{Vc,j} = 0 and d = δ for large Tact. To make the mini-
mum in (30) uniquely and robustly defined at the true target

(T
(true)
act , t

(true)
R ), we use a tiny number δ to make SV (Tact, tR)

large for large Tact.

Calculated SV (Tact, tR) on a data set spanning a range of
power density at a fixed beam radius

As described in equation (30), our approach of estimat-

ing (T
(true)
act , t

(true)
R ) is to minimize the two-variable function

SV (Tact, tR), which is calculated from data. The success of
this approach depends on that SV (Tact, tR) has a uniquely de-
fined minimum. In particular, we need SV (Tact, tR) > 0 away

from (T
(true)
act , t

(true)
R ). This requires that the exposure tests in

the data set span a significant range in the beam power den-
sity Pd direction and/or in the beam radius rb direction. In
the absence of noise/uncertainty, if all tests in a data set have
the same (Pd, rb), then all tests will produce the same tem-
perature distribution of {T} and the same value of tF, which
yields the same calculated value of Vc,j(Tact, tR) for all j. It
leads to std{Vc} = 0 everywhere and SV (Tact, tR) = 0 in the
parameter region where mean{Vc} > δ, which is a large re-

gion in (Tact, tR). To make SV = 0 only at (T
(true)
act , t

(true)
R ), the

exposure tests need to have a significant diversity in (Pd, rb).

In this subsection, we study SV (Tact, tR) on a data set span-
ning a range of Pd at a fixed rb. Figure 3 shows the (rb, Pd)-
distribution of the data set (left panel) and the contour plot of
SV (Tact, tR) calculated from the data set (right panel). From
the contour plot, we see that the minimum of SV (Tact, tR) in
the 2D space of (Tact, tR) is practically attained everywhere in
a slender ellipse, which is approximately aligned with the Tact

direction. The 2D minimum is not robustly defined. We study
the problem of determining one of (Tact, tR) while the other is
known. When tR = 1 is given, the plot of SV vs Tact is fairly
flat (left panel of Figure 4). In contrast, when Tact = 1 is given,
the plot of SV vs tR has a well-defined minimum (right panel
of Figure 4).

Conclusions of Figures 3 and 4
We examine the inference of (Tact, tR) from a data set of expo-
sure tests spanning a range of power density at a fixed beam
radius. This data set is ineffective for inferring (Tact, tR) si-
multaneously. The 2D inference is susceptible to noise and
errors. The activation temperature Tact is not robustly deter-
mined even if the true human reaction time tR = 1 is given. On
the other hand, if the true activation temperature Tact = 1 is
given, the human reaction time tR is very well-determined.
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Figure 3: Left: (rb, Pd)-distribution of the data set spanning a range of Pd at a fixed rb. Right: contours of SV vs (Tact, tR) based
on the data set.

Figure 4: Left: SV vs Tact at tR = 1 based on the same data as in Figure 1. Right: SV vs tR at Tact = 1.

Calculated SV (Tact, tR) on a data set spanning a range of
beam radius at a fixed power density

In this subsection, we study SV (Tact, tR) on a data set span-
ning a range of rb at a fixed Pd. Figure 5 shows the (rb, Pd)-
distribution of the data set (left panel) and the contour plot of
SV (Tact, tR) calculated from the data set (right panel). From
the contour plot, we see that the minimum of SV in the 2D
space of (Tact, tR) is not well-defined at all. The minimum is
virtually attained everywhere in a straight deep valley along the
angular direction of 3π/4. We study the problem of determin-
ing one of (Tact, tR) while the other is known. When tR = 1 is
given, the plot of SV vs Tact has a well-defined minimum (left
panel of Figure 6). Similarly, when Tact = 1 is given, the plot
of SV vs tR also demonstrates a well-defined minimum (right
panel of Figure 6).

Conclusions of Figures 5 and 6. We examine the inference of
(Tact, tR) from a data set of exposure tests spanning a range
of beam radius at a fixed power density. This data set does
not contain enough information for inferring (Tact, tR) simul-
taneously. Only the combination (Tact + tR) is accurately ex-
tracted from the data while (Tact − tR) is virtually undeter-
mined. However, if one of (Tact, tR) is given, the other is very
well-determined.

Calculated SV (Tact, tR) on data sets with more widespread
(rb, Pd)-distributions

To infer (Tact, tR) simultaneously, we need data sets of exposure
tests with more diversity in (rb, Pd). We examine the inference
performance of 3 different data sets, each covering the 2D region

of (rb, Pd) in some way. In Figure 7, we consider the data set of
7 pairs of beam parameters covering both the beam radius and
the power density directions but not the 4 corners of the 2D
region (left panel). Due to its diversity in both rb and Pd, this
data set produces a well-defined minimum of SV in the 2D space
of (Tact, tR) (right panel). In Figure 8, we examine the full data
set containing all 16 pairs of beam parameters in the entire 2D
region of (rb, Pd) (left panel). Not surprisingly, the minimum of
SV in the 2D space of (Tact, tR) is much better defined based on
this data set (right panel). When (Tact, tR) moves away from

(T
(true)
act , t

(true)
R ), the value of SV increases much more rapidly in

Figure 8 than in Figure 7, which makes the inference more ro-
bust with respect to noise and errors. Next we explore achieving
the inference robustness of Figure 8 with fewer than 16 pairs of
beam parameters. In Figure 9, the experimental design uses 8
pairs of beam parameters to cover the two diagonals of the 2D
region, which include the 4 corners (left panel). Because of this
excellent diversity in (rb, Pd), the data set in Figure 9 leads to
both an excellent robustness and a good efficiency in inferring
(Tact, tR) (right panel).

Conclusions of Figures 7,8 and 9
We examine the simultaneous inference of (Tact, tR) from a data
set of exposure tests covering the 2D region of beam radius and
power density. The 2D inference is well-defined and robust as
long as the data set covers the 2D region in a genuine way. The
most effective data set for inference consists of exposure tests
with the (rb, Pd)-distribution covering the two diagonals of the
2D region, as illustrated in the left panel of Figure 9. We shall
use this (rb, Pd)-distribution in our numerical tests with noise.
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Figure 5: Left: (rb, Pd)-distribution of the data set spanning a range of rb at a fixed Pd. Right: contours of SV vs (Tact, tR) based
on the data set.

Figure 6: Left: SV vs Tact at tR = 1 based on the same data as in Figure 3. Right: SV vs tR at Tact = 1.

Figure 7: Left: (rb, Pd)-distribution of the data set from 7 pairs of beam parameters covering the horizontal and vertical directions
of the 2D region. Right: contours of SV vs (Tact, tR) based on the data set.

Inference performance on data with
fluctuating vc

In this section, we test the performance of the inference method
developed in Section 4 on data generated with fluctuating vc,
the subjective threshold on activated volume. The randomness
of vc is modeled as distribution (21) or (22).

Summary of the Inference Method and Experimental Design

Our inference approach formulated in Section 4 consists of the
steps below.

i) In a data set of form (23), for test j, we calculate the

activated volume at flight initiation Vc,j, using trial values
of (Tact, tR), as described in Figure 2.

ii) The calculated Vc,j is a function of (Tact, tR). At each point
in the 2D space of (Tact, tR), data set (23) yields a set of N
calculated values of Vc,j . As defined in (28), the normal-
ized sample standard deviation of the set is a function of
(Tact, tR).

SV (Tact, tR) ≡
std

{
Vc,j

}
+ d

mean
{
Vc,j

}
+ d2

, d ≡ max(0, δ−mean
{
Vc,j

}
)

iii) As described in (30), we infer (T
(true)
act , t

(true)
R ) by minimiz-

ing SV .

(T
(est)
act , t

(est)
R ) = argmin

(Tact,tR)

SV (Tact, tR)
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Figure 8: Left: (rb, Pd)-distribution of the data set from all 16 pairs of beam parameters in the 2D region. Right: contours of SV

vs (Tact, tR) based on the data set.

Figure 9: Left: (rb, Pd)-distribution of the data set from 8 pairs of beam parameters covering the two diagonal directions of the
2D region. Right: contours of SV vs (Tact, tR) based on the data set.

iv) As given in (31), v
(m)
c ≡ median(vc) is estimated from{

Vc,j(T
(est)
act , t

(est)
R )

}
.

v(m,est)
c = median

{
Vc,j(T

(est)
act , t

(est)
R )

}
v) In the presence of noise, the success of inference requires

that SV have a robustly defined minimum in the 2D space
of (Tact, tR), which depends on the diversity in beam pa-
rameters (rb, Pd) used in exposure tests. The most effec-
tive data set has the (rb, Pd)-distribution shown in Figure
9. We shall use this (rb, Pd)-distribution when generating
artificial data sets in our numerical tests.

Inference results on data from the Weibull distribution

In this subsection, we test the performance of the inference
method on data generated with random subjective threshold
vc of the Weibull distribution. Histograms of vc are displayed
in Figure 10 for std/med = 0.1, 0.2, 0.4 and 0.8 where “med”
denotes “median”(Figure 10).

std

med
≡ std(vc)

median(vc)

Note that with std/med = 0.4, the relative uncertainty
is already unusually large for the subjective threshold. With
std/med = 0.8, the relative uncertainty in vc is unrealistic. We
include these large values of std/med in our numerical tests to

demonstrate the trends of inference errors vs underlying uncer-
tainty in vc.

In data generation, we use the (rb, Pd)-distribution in Fig-
ure 9, which consists of 8 pairs of (rb, Pd). At each pair of
(rb, Pd), we run m independent exposure tests to sample the
randomness of vc. The resulting data set contains N = 8m
exposure tests. In numerical simulations below, N = 200
(m = 25) unless indicated otherwise.

In Figure 11, we plot contours of SV vs (Tact, tR) for
std/med = 0.1, 0.2, 0.4 and 0.8. In each panel, the minimum
of SV in the 2D space of (Tact, tR), shown as a red dot, gives

the inference results (T
(est)
act , t

(est)
R ). It is clear that a larger un-

certainty in vc makes the surface of SV flatter, which in turn
makes the minimum more susceptible to perturbations.

Following the intuition gained in Figure 11, we use Monte
Carlo simulations to investigate the effects of std/med of vc
on the inference results.At every set of parameters, we repeat
the process of data generation and inference for M = 500
Monte Carlo runs, each yielding one set of estimated param-
eters (T

(est)
act , t

(est)
R , v

(m,est)
c ). From M = 500 Monte Carlo runs,

values of (T
(est)
act , t

(est)
R , v

(m,est)
c ) vs std/med of vc are presented

as scatter plots with associated box plots in 3 panels of Figure
12. These 3 quantities are inferred from data set (23), which
does not contain values of since it is not measurable in real ex-
periments. Of these 3 quantities, t

(est)
R has the smallest relative

error; v
(m,est)
c has the largest relative error. For comparison, we

also plot sample median of vc vs std/med of vc in the bottom
right panel of Figure 12. The sample median is calculated in
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Figure 10: Histograms of vc for std/med = 0.1, 0.2, 0.4 and 0.8. The orange bar represents the bin of [9,+∞).

Figure 11: Contours of SV vs (Tact, tR) based on data with the std/med given.

the data generation process (23).

v(m,samp)
c ≡ median

{
vc,j , j = 1, 2, . . . , N

}
Note that sample values of vc are not measurable in exper-

iments. As a result, the sample median cannot be calculated
from data set (23), which makes the sample median irrelevant
in real applications. Here we plot the sample median to demon-

strate an upper limit on the inference performance of v
(m,est)
c

Even if we are given sample values of vc in the data set, statis-
tically we cannot estimate vmc more accurately than the sample
median.

In each of the 3 panels for (T
(est)
act , t

(est)
R , v

(m,est)
c ) in Figure

12, values of the estimated quantity show both a spreading
(the IQR box in box plots) and a systematic bias (the median
line in box plots). We examined the effects of sample size N
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Figure 12: Top left: values of T
(est)
act inferred from data vs std/med of vc. Top right: t

(est)
R vs std/med. Bottom left: v

(m,est)
c vs

std/med. Bottom right: sample median of vc vs std/med.

Figure 13: Histograms of T
(est)
act (left) and t

(est)
R (right) from Monte Carlo simulations with sample size N = 200 (top) and N = 800

(bottom).

on the spreading and the bias. Figure 13 compares values of
(T

(est)
act , t

(est)
R ) for N = 200 (top row) and for N = 800 (bottom

row); Figure 14 compares values of (v
(m,est)
c , v

(m,samp)
c ) for N =

200 (top row) and for N = 800 (bottom row), where N is the
number of exposure tests in a data set. In each panel, the two
dotted blue lines indicate respectively the 25th and the 75th
percentiles corresponding to the IQR box in box plots of Figure

12; the dotted red line indicates the median. Figures 13 and 14
demonstrate that as sample size N increases, the interquartile
range (IQR) of the inferred quantity decreases, proportional to
N−1/2. In contrast, the bias in the inferred quantity remains
unchanged as sample size N is increased.

Next we study the effects of std/med (relative uncertainty
in subjective threshold vc) on the relative spreading and the
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Figure 14: Left: histograms of v
(m,est)
c from Monte Carlo simulations with sample size N = 200 (top) and N = 800 (bottom).

Right: histograms of v
(m,samp)
c are plotted for reference only. v

(m,samp)
c is not available from experimental data.

relative bias of an inferred quantity. We introduce two mea-
sures of relative error in a quantity Q, which can be any of
(T

(est)
act , t

(est)
R , v

(m,est)
c ).

err1(Q) ≡
∣∣mean(Q)−Q(true)

∣∣
Q(true)

(32)

err2(Q) ≡ std(Q)

Q(true)
(33)

err1(Q) measures the relative bias in quantity Q while
err2(Q) measures the relative spreading in quantity Q. In Fig-

ure 15, for the 3 inferred quantities (T
(est)
act , t

(est)
R , v

(m,est)
c ), we

plot err1 (left column) and err2 (right column) vs std/med of vc
as linear plots (top row) and as log-log plots (bottom row). The
straight line fittings in log-log plots demonstrate that for each
of the 3 inferred quantities, err1 is proportional to (std/med)2

while err2 is proportional to std/med. In other words, the rel-
ative bias is proportional to (std/med)2.

When the relative uncertainty in vc is small, the relative
biases in the 3 inferred quantities are small. At std/med = 0.1,
all 3 relative biases are below 0.01. At std/med = 0.8 (which
is an unrealistically large uncertainty in vc as shown in Figure
10), the relative bias in v

(m,est)
c is close to 0.5.

Inference Results on Data from the Log-Normal Distribution

In this subsection, we test the performance of the inference
method on data generated with random subjective threshold vc
of the log-normal distribution. Histograms of vc are displayed
in Figure 16 for std/med = 0.1, 0.2, 0.4 and 0.8.

Note again that with std/med = 0.4, the relative uncer-
tainty is already unusually large for the subjective threshold.
With std/med = 0.8, the relative uncertainty in vc is unrealis-
tic. We include these large values of std/med in our numerical
tests to demonstrate the trends of inference errors vs the un-
derlying uncertainty in vc.

In data generation, we use the (rb, Pd)-distribution in Fig-
ure 9, which consists of 8 pairs of (rb, Pd). At each pair of
(rb, Pd), we run m independent exposure tests to sample the
randomness of vc. The resulting data set contains N = 8m
exposure tests. In numerical simulations below, N = 200
(m = 25) unless indicated otherwise.

We use Monte Carlo simulations to investigate the effects of
std/med of vc on the inference results. At every set of parame-
ters, we repeat the process of data generation and inference for
M = 500 Monte Carlo runs, each yielding one set of estimated
parameters (T

(est)
act , t

(est)
R , v

(m,est)
c ). From M = 500 Monte Carlo

runs, values of (T
(est)
act , t

(est)
R , v

(m,est)
c ) vs std/med of vc are pre-

sented as scatter plots with associated box plots in 3 panels of
Figure 17. Of the 3 quantities inferred from data set (23), t

(est)
R

has the smallest relative error; v
(m,est)
c has the largest relative

error.

For comparison we also plot sample median of vc vs std/med
of vc in the bottom right panel of Figure 17. The sample median
is calculated in the data generation process; it is not calculated
from data set (23), which does not contain samples of vc since
vc is not measurable in experiments.

In each of the 3 panels for (T
(est)
act , t

(est)
R , v

(m,est)
c ) in Figure

17, values of the estimated quantity show both a spreading (the
IQR box in box plots) and a systematic bias (the median line
in box plots). We examine the effects of sample size N on the
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Figure 15: Errors in the 3 inferred quantities. err1 (left) and err2 (right) vs std/med of vc. Top: linear plots. Bottom: log-log
plots. err1 and err2 are defined in (32)-(33).

Figure 16: Histograms of vc for std/med = 0.1, 0.2, 0.4 and 0.8. The orange bar represents the bin of [9,∞).

spreading and on the bias.

Figure 18 compares values of (T
(est)
act , v

(m, est)
c ) for N = 200

(top row) and for N = 800 (bottom row). We focus on T
(est)
act

and v
(m, est)
c because they have the largest inference errors. In

each panel, the two dotted blue lines indicate respectively the
25th and the 75th percentiles corresponding to the IQR box

in box plots of Figure 17; the dotted red line indicates the
median. Figures 18 demonstrates that data from the log-normal
distribution have the same behavior as those from the Weibull
distribution in Figures 13 and 14. As sample size N increases,
the interquartile range (IQR) of the inferred quantity decreases,
proportional to N−1/2. In contrast, the bias in the inferred
quantity remains unchanged as sample size N is increased.
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Figure 17: Top left: values of T
(est)
act inferred from data vs std/med of vc. Top right: t

(est)
R vs std/med. Bottom left: v

(m,est)
c vs

std/med. Bottom right: sample median of vc vs std/med.

Figure 18: Histograms of T
(est)
act (left) and v

(m,est)
c (right) from Monte Carlo simulations with sample size N = 200 (top) and

N = 800 (bottom).

We studied the effects of randomness in data on the rel-
ative spreading and the relative bias in the inference. We use
err1(Q) and err2(Q) defined in (32)-(33) to measure the relative
bias and the relative spreading of an inferred quantity Q. We
study the effects of std/med (relative uncertainty in subjective
threshold vc) on err1(Q) and err2(Q). In 19, for the 3 inferred

quantities (T
(est)
act , t

(est)
R , v

(m,est)
c ), we plot err1 (left column) and

err2 (right column) vs std/med as linear plots (top row) and
as log-log plots (bottom row). The straight line fittings in log-
log plots demonstrate that for each of the 3 inferred quantities,
err1 is proportional to (std/med)2 while err2 is proportional to
std/med. In other words, the relative bias is proportional to
(std/med)2. When the relative uncertainty in vc is small, the
relative biases in the 3 inferred quantities are small. At std/med
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Figure 19: Errors in the 3 inferred quantities. err1 (left) and err2 (right) vs std/med. Top: linear plots. Bottom: log-log plots.
err1 and err2 are defined in (32)-(33).

= 0.1, all 3 relative biases are below 0.01. At std/med = 0.8
(which is an unrealistically large uncertainty in vc as shown in

Figure 16, the relative bias in v
(m,est)
c is close to 0.5.

Conclusions and Discussion

We study the heat-induced flight action when a subject is ex-
posed to a millimeter wave beam. We explore extracting 3 key
model parameters simultaneously from experimental data mea-
sured in exposure tests using the method of limits. The 3 key
model parameters are i) the activation temperature of thermal
nociceptors, ii) the threshold on activated skin volume for ini-
tiating flight, and iii) the human reaction time (the time from
the flight initiation to the flight actuation). The experimen-
tal data from each exposure test include a) beam specifications
(beam power density and beam radius), b) the time of observed
flight action, and c) the skin internal temperature as a function
of time and 3D spatial coordinates (reconstructed from a time
series of skin surface temperature distributions recorded by an
IR camera).

We use a model based on thermal nociceptors activation
to describe the heat-induced flight in both the data generation
and the inference formulation. The millimeter wave electro-
magnetic energy absorbed by the skin goes to increase the skin
temperature. When the local skin temperature reaches the ac-
tivation temperature, the thermal nociceptors in that region are
activated to transduce an electrical signal. The aggregated sig-
nal is proportional to the number of nociceptors activated and
(when nociceptors are uniformly distributed) is proportional to
the volume of activated skin. We use the activated volume to
measure the internal stimulus to brain. The response of flight
or no flight is determined by a subjective threshold on the acti-
vated volume. Due to the lateral and longitudinal biovariability,

the subjective threshold is a random variable fluctuating from
one subject to another and from a test to another on the same
subject. In each individual exposure test, even if the exposure
conditions are kept unchanged, the outcome is still uncertain
due to the randomness in the subjective threshold. When the
activated volume exceeds the subjective threshold, flight is ini-
tiated in the sense that the aggregated electrical signal trans-
duced at the exposed skin spot, upon propagating to the brain,
is strong enough to trigger the brain to issue a flight instruc-
tion. This process takes time. It takes additional time for the
flight instruction to reach the muscles and for the muscles to
materialize the flight action. The time gap between the in-
ternal flight initiation (not observable in experiments) and the
observed flight action is the human reaction time. The 3 key
parameters of the model are i) the nociceptor activation tem-
perature Tact, ii) the subjective volume threshold for initiating
flight vc, and iii) the human reaction time tR. In this study, we
allow the subjective threshold to be a random variable while
treating the other two as deterministic unknowns. For the fluc-
tuating subjective threshold, we aim at estimating its median
v
(m)
c . The goal of inference is to estimate 3 deterministic quan-
tities: Tact, tR, and v

(m)
c .

In an exposure test using the method of limits, the beam
power is kept on until the flight action is observed. The time of
observed flight action is recorded. Neither the time of internal
flight initiation nor the human reaction time is directly measur-
able in experiments. Furthermore, the effects of activation tem-
perature and the median subjective threshold are tangled in the
non-observable time of internal flight initiation: given the beam
power density (Pd) and beam radius (rb), simultaneously low-
ering the activation temperature and increasing the subjective
threshold in a certain combination will yield the same value for
the flight initiation time (at which the activated volume reaches

the subjective threshold). Mathematically, (Tact, tR, v
(m)
c ) can-
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not be determined simultaneously from data measured in a se-
quence of exposure tests all having the same pair of (rb, Pd).
To infer all 3 parameters, it is necessary to have a sequence
of diversified exposure tests with various points in the (rb, Pd)
plane.

To develop the inference method, we examine the activated
volume at flight initiation, which is calculated from the skin in-
ternal temperature distribution using trial values of (Tact, tR).
The skin internal temperature distribution is constructed from
the time series of measured skin surface temperatures in ex-
periments. The trial value of human reaction time tR predicts
the time of flight initiation from the time of observed flight
action in the data. The trial value of activation temperature
Tact predicts the activated volume at the flight initiation. For
exposure test j, the predicted activated volume at flight ini-
tiation Vc,j(Tact, tR) is a function of trial values of (Tact, tR).
This function varies from one test to another as the values
of (rb, Pd) change. A sequence of exposure tests yield a fam-
ily of functions {Vc,j(Tact, tR)}. The inference formulation is
motivated by the observation that in the absence of fluctua-
tions in subjective threshold vc, at the true values of (Tact, tR),

we have Vc,j(T
(true)
act , t

(true)
R ) = v

(m)
c for all j’s (all tests in the

data set). In other words, the sample standard deviation of

{Vc,j(Tact, tR)} over j attains a minimum at (T
(true)
act , t

(true)
R ).

To measure the relative standard deviation and to stay away
from the region where Vc,j(Tact, tR) = 0 for all j’s, we define
function SV (Tact, tR) in (28). SV (Tact, tR) attains a minimum

at (T
(true)
act , t

(true)
R ) and has a large value where Vc,j(Tact, tR) = 0

for all j’s. The inference of (Tact, tR) is carried out by mini-

mizing SV (Tact, tR). Once the estimated values (T
(est)
act , t

(est)
R )

are obtained, the median subjective threshold is estimated as
v
(est)
c = med{Vc,j(T

(est)
act , t

(est)
R )}.

We extend the scope of inference study to include both ex-
tracting information from given data and designing experiments
to reveal more information. In this study, the experimental de-
sign involves finding the distribution of (rb, Pd) for exposure

tests to make the minimum of SV (Tact, tR) at (T
(true)
act , t

(true)
R )

uniquely and robustly defined such that (T
(true)
act , t

(true)
R ) is reli-

ably estimated even in the presence of noise and perturbation.
We generate artificial data sets with various patterns for the
distribution of (rb, Pd). When the sequence of exposure tests
spans only the Pd-direction with a fixed value of rb, the infer-
ence based on the measured data yields a reasonable estimate
for the human reaction time tR while the estimation of acti-
vation temperature Tact is unreliable. When the sequence of
exposure tests spans only the rb-direction with a fixed value
of Pd, the inference based on the measured data can estimate
one of (Tact, tR) only when the other is known. When the se-
quence of exposure tests spans a rectangular region of (rb, Pd)
along its horizontal and vertical directions, the inference based
on the measured data is capable of accurately estimate both
Tact and tR simultaneously. When the sequence exposure tests
spans the same rectangular region of (rb, Pd) along its two di-
agonal directions as shown in Figure 9, the inference based
on the measured data yields a significantly more robust result.
We suggest that future experiments should consider adopting
the (rb, Pd)-distribution shown in Figure 9 when designing the
beam specifications of exposure tests. We test the inference
performance on artificial data generated with fluctuating sub-
jective threshold vc. The relative uncertainty of vc is measured
by std/med ≡ std(vc)/median(vc).

To test the effect of relative uncertainty of vc, we generate
data from respectively the Weibull distribution and the log-
normal distribution, each with std/med = 0, 0.1, 0.2, 0.4, 0.8.
As demonstrated in Figure 12, the error in the inferred result
has two parts: the systematic bias (err1) and the spreading
(err2), defined in (32)-(33). In our numerical tests, err1 and
err2 are calculated over M = 500 Monte Carlo runs of data
generation and inference. Both errors are attributed to the
uncertainty of vc. In the case of std/med = 0, both errors
are zero. In the case of std/med > 0, of the 3 key model

parameters (Tact, tR, v
(m)
c ), the inferred human reaction time

t
(est)
R has the lowest relative error while the inferred median

subjective threshold v
(m,est)
c has the largest relative error, as

shown in Figure 12.

We examine the effect of sample size N (the number of
exposure tests in a date set). We find that as sample size
N increases, the spreading of inferred result (err2) decreases
with 1/

√
N while the systematic bias (err1) does not change,

as shown in Figures 13,14.

We examine the effect of relative uncertainty of vc on err1
and err2. The spreading of inferred result (err2) is proportional
to std/med. This is reasonable since both quantities measure
fluctuations. In contrast, the systematic bias of inferred result
(err1) is proportional to (std/med)2. This is both good news
and bad news. The good news is that when std/med (the rela-
tive uncertainty in vc) is small or moderate, the systematic bias
is practically negligible (Figure 15). The bad news is that when
std/med is large, the systematic bias is significant and cannot
be gotten rid of by increasing the sample size (the number of
exposure tests). In a subsequent study, we will explore alter-
native inference formulations for eliminating or reducing this
systematic bias.
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